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Abstract

In this thesis I discuss the design and realization of a new experimental ap-
paratus aiming at the production of a novel ultracold mixture of 6Li and 53Cr
fermionic atoms. This goal is motivated by the fascinating prospects offered
by the introduction of a mass asymmetry in strongly-correlated fermionic
matter, expected to enable the investigation of a wealth of exotic new regimes,
both at the few- and many-body level. Among a few other possibilities, our
specific choice is triggered by two unique three-body properties, unforeseen
thus far, expected at the Cr-Li mass ratio, MCr/mLi ∼ 8.8: On the one
hand, this mixture is predicted to support a weakly-bound universal trimer
state [1], which in turn may enable the resonant control of elastic three-body
interactions on top of the standard two-body ones, in the vicinity of a het-
eronuclear Feshbach resonance. On the other hand, for repulsive interactions,
such a bi-atomic combination is predicted to feature an extraordinary sup-
pression of inelastic pairing processes [2], making such an ultracold system
an ideal playground for the experimental investigation of ferromagnetism in
strongly repulsive Fermi gases.

Given that this represents the first attempt to realize an ultracold chromium-
lithium mixture, my project had to face the difficulty of devising and im-
plementing a novel apparatus without the possibility to rely on any pre-
established theoretical result nor experimental scheme. Additionally, while
6Li Fermi gases are routinely produced in many laboratories worldwide, much
less is known about the 53Cr atom, which has been cooled down to quantum
degeneracy only very recently and in one single laboratory [3]. In particular,
the relatively low natural abundance of the 53Cr isotope, its rich hyperfine
and Zeeman structure and a rather strong light assisted collision rate [4] are
known factors that limit the overall efficiency of optical cooling and trapping
techniques, which need a complex laser setup to be implemented. Further
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complications are introduced by the high chemical reactivity of the chromium
element, which requires special care in choosing the proper materials for the
vacuum and effusion cell setups. For these reasons, only recently we could
complete the construction of the experimental apparatus and start to pro-
duce Cr-Li mixtures in the cold regime. In particular, within the last months
of my PhD I was able to realize cold mixtures of 52Cr-6Li and to investigate
their collisional stability. This study, which focused on the more abundant
and easy-to-handle bosonic 52Cr isotope, together with fermionic 6Li atoms,
has represented a simpler but important playground, before moving to the
more challenging case of 53Cr-6Li Fermi mixtures, currently under investiga-
tion in the lab.

This thesis is structured as it follows:

� Chapter 1 outlines the motivations which triggered the setup of a new
experimental apparatus for the production of Cr-Li mixtures. Af-
ter a first general introduction to the physics of ultracold collisions
and Feshbach resonances in atomic gases, the chapter provides a syn-
thetic overview of the various phenomena that can be potentially ad-
dressed with this novel platform, encompassing both few- and many-
body regimes.

� Chapter 2 presents in detail the vacuum apparatus that I designed and
implemented within the first part of my PhD. The chapter also reports
on the assembly and backing procedure followed to implement the final
structure, and to reach ultra high vacuum conditions in the setup.

� Chapter 3 presents instead the spectroscopic properties of the Li and Cr
isotopes considered in this work, namely the fermionic 6Li, bosonic 52Cr
and fermionic 53Cr, respectively, and details the optical setup devised
and implemented to laser cool Li and Cr atoms. The chapter also
provides an overview of the high-power bichromatic optical-dipole-trap
(ODT) setup, already installed on the apparatus, which will allow to
trap and cool the mixture down to the ultracold regime via evaporative
and sympathetic cooling techniques. In particular, during the last year
of my PhD we devised and tested a simple scheme that enables to obtain
a high-power ODT free from thermal lensing effects. This part of my
thesis work is summarized in Ref. [5], which is reported in Appendix
C.



CONTENTS 9

� The first experimental results attained with the apparatus that I de-
signed and implemented during my PhD activity are presented in chap-
ter 4. These results consist in the individual and simultaneous real-
ization of cold clouds of 6Li and 52Cr atoms within a double species
magneto-optically trap (MOT). As the lithium is concerned, the chap-
ter also presents the first experimental results relative to the implemen-
tation of gray-molasses cooling routines operating on the D1 atomic
line. The chapter also reports on the possibility to store in the MOT
magnetic quadrupole large clouds of 52Cr atoms within D metastable
states. Finally, I present the first experimental realization and charac-
terization of double-species MOTs of Cr and Li atoms, achieved during
the last months of my PhD.

� In chapter 5 I report on the analysis of unpublished data on 6Li super-
fluid mixtures at the BEC-BCS crossover, which I carried in collabora-
tion with the lithium team at LENS, in parallel with the main activity
on the Cr-Li machine. This latter study aims to investigate the su-
perfluid and normal currents within a thin atomic Josephson junction,
realized by splitting 6Li superfluids clouds in two reservoirs through the
imprinting of a 2µm thick optical barrier. Onset of dissipative flow ex-
ceeding the maximum Josephson current has been characterized under
different configurations of barrier heights and initial energy mismatch
between the two reservoirs, enabling to extract the critical values of
particle imbalance beyond which dissipative dynamics is established.
The critical boundaries between coherent and dissipative regimes wer
experimentally determined both in the BEC and the crossover regimes.
Collaborating with the team of Prof. N. Proukakis in Newcastle, we
could obtain a direct comparison of my experimental BEC results with
numerical simulations, which is the summarized in Ref. [6], currently
under revision.
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Chapter 1

From few to many interacting
fermions: a basic introduction

This chapter aims to outline the motivations which triggered the setup of a
new experimental apparatus for the production of Cr-Li mixtures. As I will
show, the physics that can be potentially addressed by this novel platform
is very wide, and it ranges from the few- to the many-body regime, with
the existence of elusive trimer states unobserved so far, and the possible
emergence of exotic and normal many-body regimes of strongly correlated
fermionic matter.

The chapter is structured as it follows: Sec. 1.1 describes the basic con-
cepts underlying the physics of ultracold collisions and Feshbac resonances.
Sec. 1.2 summarizes the properties of a many-body system, recalling in
particular the BEC-BCS crossover scenario and the topic of fermionic super-
fluidity. Sec. 1.3 briefly discusses the debated topic of exotic superfluidity,
namely the emergence of superfluid phases beyond the standard Bardeen-
Cooper-Shrieffer theory, and in particular the possibility to experimentally
address such elusive regimes with mass imbalanced mixtures.
In Sec. 1.4 I move to the physics of repulsive Fermi mixtures and itiner-
ant ferromagnetism. I will present here the Stoner instability, namely the
instability of a paramagnetic two-component Fermi mixture against phase
separation into polarized domains. In this section I will highlight the diffi-
culties connected with the experimental realization of the Stoner model with
homonuclear gases, and the beneficial role of mass asymmetry.
Finally, Sec. 1.5 focuses on few-body systems, and their general properties
for generic mass rations. I will then outline how the peculiar Cr-Li mass
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ratio potentially enables the unprecedented tunability of interactions on top
of the standard two-body ones. I will finally discuss the possible impact of
such few-body features at the many-body level, both within the attractive
and repulsive regime.

1.1 The 2-body scattering problem and the

Feshbach resonance phenomenon

Ultracold atomic gases are characterized by an exceptional degree of con-
trol on a large number of experimental parameters, which renders such sys-
tems extremely suited both for investigating major phenomena of many-body
physics, and for probing subtle and elusive regimes of few particle ensembles.
This section is dedicated to one of the most powerful tools provided to this
end by ultracold atomic gases, namely the possibility to controllably tune
the interparticle scattering properties thanks to the Feshbach resonance phe-
nomenon. The section provides a brief introduction to the physics of elastic
2-body collisions within the low-energy regime, and outlines the main con-
cepts underlying the derivation of such exceptional phenomenon.

Within the center of mass frame, the two-body scattering problem is
described by the following Schrödinger equation(

h̄2∇2

2µ
+ V (r)

)
Ψ(r) = EΨ(r) (1.1)

for the single particle of reduced mass µ. Asymptotically far from the scat-
tering center, the eigenfunctions of Eq. (1.1) take the form

Ψ(r) ∝ eikz + f(θ, k)
eikr

r
(1.2)

identifying the superposition of an outgoing plane wave along the longitudi-
nal direction z, and a scattered radial wavefront with amplitude f(θ, k) (see
sketch in Fig. 1.1). It is a well-known result of textbook scattering theory [7]
that, for a short-range central potential V (r) ∼ r−n the scattering amplitude
f can be expressed as a partial wave expansion in terms of phase shifts δ`,
being ` the partial wave angular momenta. For n > 3, it can be shown that
δl ∼ k2`+1 as k → 0. Then, at low temperature, the unique relevant contribu-
tion to the scattering amplitude is given by δ0 (s-wave scattering). This great
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Figure 1.1: Sketch of the scattering process within the center of mass frame: a fictitious
particle of mass µ (reduced mass) impacts on a fixed scatterer potential. The amplitude
of the scattered wavefront is determined by the scattering amplitude f as a function of
the scattering angle θ.

simplification of the scattering problem fully applies to non-dipolar atomic
systems in the dilute regime, where interatomic interactions are mainly de-
scribed by van der Waals potentials VvdW (r) ∝ −r−6. Under ultracold con-
ditions the range associated to such potentials is rV dW � k−1 [8], and the
entire scattering problem reduces to the knowledge of the s-wave scattering
amplitude

f0(k) = − 1

k cot (δ0) + ik
' − 1

1
a

+R∗k2 + ik
(1.3)

where the term cot (δ0) has been expanded to the second order in k. Under
these conditions, the 2-body scattering problem results to be fully described
in terms of only two parameters, the scattering length a and the effective
range R∗ [8–10].
It can be shown that the far field behavior of the scattered radial wavefunc-

tion χ(r) = Ψ(r)/r ∼ sin(kr − δ0), solution of the low-energy isotropic scat-
tering problem, can be retrieved by imposing the well-known Bethe-Peierls
boundary condition at r = 0 [9–11]

χ′(0)

χ(0)
= k cot (δ0) ' −1

a
−R∗k2 (1.4)

In turn, this is the equivalent to approximate the (real) interaction term V (r)

in (1.1) by an effective contact potential Veff = 4πh̄2

2µ
δ(r)∂r(r·) (zero-range

approximation).
This approach is fully valid in the dilute and ultracold regime, where the large
interparticle distances and the very low momenta at play render short-range
effects inessential for an accurate description of 2-body scattering.

Aside for the scattering states, it can be shown that the contact potential
associated with the scattering amplitude Eq. (1.3) can sustain a bound
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molecular state for a > 0. Its energy is obtained by looking for the pole of
f0(k) imposing k → iκ, with κ real and positive. This is given by

κ =

√
4R∗/a+ 1− 1

2R∗
(1.5)

This solution is admitted only for a > 0. It corresponds to a bound state with
negative energy EB = −h̄2κ2/2µ, described by the localized wavefunction
χ(r) ∝ e−κr/r. Eq. (1.5) highlights a rather general fact: the value of the
scattering length generically depends upon the existence of a real (a > 0)
or virtual (a < 0) bound state near the scattering threshold E = 0. In
particular, the scattering can become resonant - i.e. δ0 = π/2 and 1/a = 0
- once the two-body bound state hits the collision threshold. This is a very
general result of scattering theory (Levinson’s theorem) and it can be better
realized by noticing that Eq. (1.3) can be recast in the form

f(k) = − h̄γ/
√

2µ

E2 − E2
res + iγ

√
E

(1.6)

This is the Breit-Wigner expression for the scattering amplitude in the pres-
ence of a quasi-discrete level Eres, coupled to the scattering channel by a
coupling strength γ. As it can be straightforwardly verified, a and R∗ in Eq.
(1.3) are linked to γ and Eres in Eq. (1.6) via the relations

a = − h̄γ√
2µEres

; (1.7a)

R∗ =
h̄√
2µγ

(1.7b)

In particular, one can notice how a is related to the energy of the bound
(virtual) state, a > 0 (a < 0) corresponding to Eres > 0 (Eres < 0). R∗

instead solely depends on γ, with strong coupling leading to small values of
the effective range and vice versa.
Notably, from Eq. (1.7)(a) one can notice how the control of Eres directly
enables the tunability of the scattering length. This is precisely what hap-
pens in correspondence of a Feshbac resonance: at a certain magnetic field
B0, the scatering threshold associated with a certain combination of the
Zeeman sublevels of the atomic pair (open) channel becomes degenerate with
a molecular state supported by a different (closed) channel. In this case
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Eres = δµ(B − B0), where δµ is the difference between the magnetic mo-
ments featured by the close and open channel, respectively. The scattering
length than reads a = − h̄γ√

2µδµ(B−B0)
, which is usually expressed as

a = −abg
(

∆B

B −B0

)
(1.8)

where abd stems for the background (non-resonant) value away from the res-
onant condition B = B0, and ∆B indicates the width of the Feshbach reso-
nance. In turn, R∗ = h̄2

2µabg∆Bδµ
.

The dependence (1.8), and the possibility to resonantly tune the scatter-
ing properties associated to the 2-body system, are the key hallmark of the
Feshbach resonance phenomenon.

The energy EB associated to the bound state supported by the contact
potential, see Eq. (1.5), can be tuned according to Eq. (1.8). In particular,
for R∗/a� 1, Eq. (1.5) implies that EB ∼ h̄2/2µaR∗ = δµ(B−B0), with the
bound state energy approaching that of the closed channel molecule. Close
to the Feshbach resonance instead, where the scattering length (1.8) diverges
(R∗/a → 0+), it is EB ∼ h̄2/2ma2. Here, both the bound state energy and
wavefunction are called “universal”, since they are solely determined by of
the scattering length and do not depend on the short-range details of the
specific interparticle potential. The transition from one limit to the other
strongly depends on the value of R∗ [8]. Very generally, if R∗ � re, being
re the typical interaction range associated to the real scattering potential V
(for example, the van der Waals length rV dW for VvdW ), than the transition
takes place at |B−B0| ∼ ∆B. The scattering problem is uniquely described
by a within a wide range around resonance, and the second order term in
(1.3) and (1.4) can be neglected. In this case, the Feshbach resonance is said
to be broad. On the contrary, if R∗ � re, the transition happens much closer
to resonance, for |B − B0| � ∆B. In this case, the resonance is said to be
narrow, and the thorough description of the scattering problem requires es-
sentially always to account for the k-dependence of the scattering amplitude.

1.2 The many-body problem: a toy model

The present section moves the attention from the few- to the many-body
regime, considering the impact of 2-body resonant interactions onto a system
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composed by N interacting fermions.
A very simple and qualitatively correct picture of such many-body problem is
produced in the theoretical work of Ref. [12]. Here, the authors consider two
fermions, with identical mass m and opposite spin, confined in a spherical box
of radius R (see Fig. 1.2). In such a model, the presence of the N-2 remaining
fermions is encoded within the box size, with the hardwall condition at r = R
mimicking the effect of Pauli blocking in the limit of low momenta (long
wavelenghts).

For the non-interacting case, the system is described by the trivial radial
wavefunctions χn(r) = A sin (knr) for the single particle with reduced mass
m/2, being A = (2πR)−1/2 the renormalization factor in 3D, and kn the
quantized wavevactors defined as

kn =
π

R
n n ∈ N (1.9)

The corresponding eigenenergies are then defined as En = h̄2k2
n/m. In par-

ticular, the ground state energy E1 and the Fermi energy EF = h̄2k2
F/2m

can be linked by the following relation for the mean energy per particle

E1

2
=

3

5
EF (1.10)

which connects the box size R and the non-interacting Fermi wavevector kF :

R =

(
5

3

)1/2
π

kF
(1.11)

Introducing now the zero-range interaction Veff ∝ δ(r) presented in Sec.
1.1, the system will be described by a new set of wavevectors {k′n} fulfilling
the Bethe-Peierls condition (1.4). For a radial wavefunction of the form
χ′n = A sin (k′n(r −R)), the condition reads:

− k′n cot (k′nR) = k′n cot (δ0(k′n)) = −1

a
(1.12)

where k2 terms in the scattering amplitude have been neglected (broad Fesh-
bach resonance regime, R∗ = 0). The solutions of Eq. (1.12), together with
relation (1.11), define the eigenenergies E ′n = h̄2k′n

2/m as a function of the in-
teraction strength parameter −1/kFa. The behavior of the ground state and
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R

Veff

Figure 1.2: A particle of reduced mass m/2 colliding with a fixed scatterer at the center
of the box mimics the scattering problem of the two particles with mass m. Adapted form
Ref. [12].

the first excited state as a function of −1/kFa is shown in Fig.1.3, together
with the two lowest solutions of the non-interacting system.

Figure 1.3: Energy per particle rescaled to the Fermi energy EF =
h̄2k2

F

2m as a function
of −1/kFa, for the interacting (black) and non-interacting (blue) system according to the
toy model of Ref. [12]. Only the first two energy branches are plotted. A cartoon mimics
the behavior of the two interacting particles. Adapted from Ref. [12].

Interestingly, each energy branch E ′n lays below the corresponding non-
interacting one En. In particular, for a < 0 (right side of the plot) the
relation (1.12) admits real and positive solutions of the form k′n = nπ − δ0.
From this, it is straightforward to show that the energy shift between the
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interacting and the non-interacting states reads E ′n − En ' −2En/R
2 up to

the second order in kn [13]. Recalling that it is |φn(r)|2 = |χn(r)
r
|2 −−→

r→0

k2n
2πR

for the non-interacting (radial) eigenfunction, the energy shift per particle
can be recast as:

E ′n − En
2

' 2πh̄2a

m
· |φn(0)|2 (1.13)

Eq. (1.13) is the analogous of the familiar mean-field interaction term in the
Gross-Pitaevskii equation (GPE) [14], except for a factor 2−1, as it must be
for the case of two fermionic, rather then bosonic, particles.
In this regime the fermions experience a weak mutual attraction, as implied
by the negative energy shift Eq. (1.13), vanishing as a→ 0−.

By increasing the phase shift up to the resonant limit, −1/kFa→ 0, Eq.
(1.12) reduces to kn cot(knR) = 0. Remarkably, the value of the scattering
length drops out of the problem, and the system energy solely depends on
the box size R. The latter condition implies that knR = π/2, which yields an
energy E ′1 = E1/4 for the ground state.

On the left side of the plot, where a > 0, a specific value of the scattering
length can be found, beyond which the relation (1.12) admits a solution
for k = iκ, with κ real and positive. Such a solution corresponds to the
emergence of a bound state with negative energy E ′1 = −h̄2κ2/m.
In particular, in the limit a→ 0+, relation (1.12) implies that it is κ→ a−1,
yielding E ′1 ∼ −h̄2/ma2. This corresponds to the limit derived in Sec. 1.1
for the binding energy of the Feshbach dimer in vacuum and in the broad
resonance limit. In this case, fermions form tightly bound pairs described
by exponential decaying wavefunction of the form ∝ e−r/2a, with a/R � 1.
Owing to its small size, the dimer binding energy does not depend on the
boundary conditions at r = R.

The first excited state of the interacting system shows instead a posi-
tive energy larger than E1, which progressively increases when starting from
a → 0+ and moving to −1/kFa → 0, asymptotically reaching the non-
interacting value E2 for a → 0−. This excited branch corresponds to two
repulsively interacting fermions, with the repulsive strength increasing as a
is varied from positive (left side of the plot) to negative (right side) values.

Although retrieved on the basis of a very simple toy model for describing
the many-body system, the trend of the two energy branches in Fig. 1.3
is qualitatively valid. In a more complete treatment for the N-body prob-
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lem, the lowest branch in Fig. 1.3 corresponds to the so-called BEC-BCS
crossover [15,16]. Following this branch at T=0, the system can be adiabat-
ically tuned from a weakly interacting condensate of bosonic molecules - the
Bose-Einstein condensate (BEC) limit kFa→ 0+ - to a superfluid of weakly
attractive pairs - the Bardeen-Cooper-Schrieffer (BCS) limit kFa→ 0−. As
captured by the simple model presented above, in the BEC limit the dimer
size is very small with respect to the interparticle distance (a/R� 1), and
the associated energy is well described by Eq. (1.5) for the bare 2-body
problem. Moving to the BCS side the dimer size increases, and eventually
exceeds the interparticle spacing (k ∼ 1/a � R). In this regime the system
mimics the behavior of superconducting electrons, where fermions lying near
the Fermi surface pair up through the Cooper pairing instability.
Finally, at resonance (−1/kFa ∼ 0), the system lies in the so-called unitary
regime. Here the gas exhibits a universal character, the scattering length
dropping out of the problem. As predicted by the box model, the system
energy is here a positive fraction of the non-interacting energy. In particular
it is found that E ′1 = ξE1, being ξ = 0.37 the Bertsch parameter [17].

At present there is no exact theory able to quantitatively describe the
many-body system throughout the BEC-BCS crossover. In the BEC limit,
the weak dimer-dimer interaction can be approximated by a zero-range po-
tential between point-like bosons of mass 2m, with scattering length aDD =
0.6a [18]. Within a mean-field treatment this leads to the bosonic analogue
of the interaction term Eq. (1.13) within the GP-equation for the (scalar)
superfluid order parameter [14].
Moving to the BCS limit across unitarity, a scalar description is no longer suf-
ficient to capture the emergence of the dimers composite nature. The system
can be here modeled by the mean-field Bogoliubov-De Gennes (BDG) equa-
tions. These are spinorial equations for a two-component Fermi gas where the
off-diagonal terms of the Hamiltonian account for the inter-species pairing
interaction [19,20] (see also Ch. 5 for further discussion and references).

Within this frame, Feshbach resonant atomic Fermi gases emerge as a
unique framework enabling to experimentally address the smooth evolution
between the two paradigmatic regimes of superfluidity, testing the validity of
different theoretical approaches. Furthermore, these systems also allow the
experimental investigation of the pairing mechanism itself, which originates
the superfluid constituents and enables their condensation into a gapped
phase, eventually in the presence of asymmetric Fermi gases. Sec. 1.3 gener-
ally introduces the debated topic of pairing mechanisms beyond the standard
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BCS theory, in view of their experimental investigation within the Cr-Li plat-
form presented in this work.

Besides the attractive branch, Feshbach resonances also allow for the in-
vestigation of repulsive Fermi gases along the upper branch of the many-body
system. Here the repulsive interaction may lead to ferromagnetic instability
and nucleation of polarized spin domains. Sec. 1.4 is dedicated to such re-
pulsive phases and to their inherent instability against inelastic decay onto
the lower-lying attractive branch. I will show in Sec. 1.5 how unprecedented
few-body features predicted for the peculiar case of Cr-Li Fermi mixtures
possibly hinder the pairing instability and open up new routes towards the
experimental achievement of long lived ferromagnetic phases.

1.3 Fermionic superfluidity beyond standard

BCS theory

As anticipated in Sec. 1.2, the emergence of a superfluid phase within a many-
body fermionic system is understood in terms of the standard BCS theory,
which predicts that two identical fermions, with opposite spin and momen-
tum projection and lying at a common Fermi level, pair up in a bosonic
quasiparticle -the Cooper pair- in presence of any (small) mutual attraction.
The theory was first introduced [21] to explain the non-dissipative electron
currents, the Meissner effect [22] and the specific heat divergence appearing
in certain superconducting materials below a characteristic temperature: in
such systems, the effective electron-electron attraction is induced by the ex-
change of virtual phonon modes of the substrate crystal, which compensates
and eventually exceeds the screened short-range Coulomb repulsion [23, 24].
Within an intuitive picture, the bosonic nature of the Cooper pairs then
allows for their condensation into a gapped phase, which is intimately con-
nected to the presence of a macroscopically occupied energy state [25].
Although standard BCS theory does not apply to the case of two non-
degenerate Fermi levels, supercurrents are still observed under such condi-
tions in a variety of electronic systems: high-Tc (II) superconductors show
non-dissipative currents even in presence of high magnetic fields, which foster
a spin population imbalance (and thus a mismatch in the two components
Fermi energies) by spin-polarizing the conductive electrons. Other celebrated
examples are found in quantum chromodynamics, which predicts the exis-
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tence of exotic superfluid phases within the quark matter composing the early
universe and in the core of neutron stars [26,27]: here a mismatch among the
Fermi energy of the different components is introduced by the mass asym-
metry between quarks of different flavors.

Figure 1.4: Pictorial sketch of the superfluid-to-normal phase transition, or vice versa:
one of the two component fermion gains energy through a transition to the normal phase
if ∆ε > ∆0/

√
2, as stated by the CC limit (left). In the case ∆ε < ∆0/

√
2 instead, partial

breaking of Cooper pairs can still lead to the transition to a new energetically favored
partially polarized superfluid (right).

Very generally, a transition from the normal (N) to the superfluid (S)
phase is expected once ESF = EN for the two related energies. If the normal
phase is characterized by an energy mismatch between the two components
Fermi levels, the pairing instability requires to overcome an additional energy
cost ∆E to match the two and lead to superfluidity via the standard BCS
mechanism (see the left panel in Fig. 1.4). Than the condition reads:

ESF = EN −∆E (1.14)

This cost is eventually compensated by the negative pairs binding energy,
ESF − EN = −∆2

0n/2, where ∆0 stems for the superfluid energy gap and
n for the density of states in the proximity of the (higher) Fermi energy.
Relation 1.14 now reads

1

2
∆2

0n = ∆ε2n (1.15)

where ∆ε is here an energy per particle. The superfluid phase is then
allowed only for ∆ε < ∆0/

√
2. This threshold is usually referred to as

Chandrasekhar-Clogston (CC) limit [28], and it holds regardless of the na-
ture of the energy cost ∆E in Eq. 1.14. In electronic systems, ∆E can
be due to a paramagnetic instability which lowers the energy of the fully
spin-polarized phase in presence of a magnetic field (∆E ∝ χH2, where χ is
the magnetic susceptibility and H the field modulus) [28]. This is the case
for high-Tc superconductors. Alternatively, ∆E can be associated with a
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fixed population imbalance in generic two-component systems [29]: for equal
mass mixtures with short range interactions the pairing instability competes
with the s-repulsive interaction between dimers and unpaired fermions, see
Ref. [30] and Ref. [2, 9] for the mass-imbalanced case. Alternatively, for sys-
tems with balanced populations a non-zero energy mismatch can arise from
the different dispersion relations connected to a mass asymmetry.

In the following I will give a brief overview of the main microscopic theo-
ries predicting the existence of superfuid phases beyond the CC limit and the
standard BCS paradigm. After that, I will discuss the possibility to experi-
mentally address such peculiar superfluid phases in resonant two-component
Fermi gases.

1.3.1 Two celebrated exotic superfluid phases

A theoretical approach attempting to describe the persistence of superfluidity
beyond the CC limit relies on the idea that the imbalanced system undergoes
a partial transition to the normal phase, breaking up only a limited number
of pairs. Then, the ground state of the system quantitatively differs form the
fully-paired BCS phase, with an energy lowered by the difference between the
pair-breaking cost (∆0/2) and the energy gained by the unpaired fermions
(∆ε). This assumption is in contrast with the CC limit, that states that the
fully unpaired phase is already favored for ∆ε = ∆0/

√
2. Nonetheless, it

can be shown [31] that the progressive breaking of pairs reduces the value of
the effective superfluid gap ∆, until it is ∆/

√
2 ≤ ∆ε < ∆0/2, and a non-

standard superfluid phase is still energetically favorable, with respect both
to the normal and to the BCS phase (see left panel in Fig. 1.4).
The two most celebrated models predicting such exotic superfluid ground
states are the FFLO theory (proposed by P. Fulde and R. A. Ferrell [31]
and by A. Larkin and Y. Ovchinnikov [32]), and the Breached Pairing (BP)
theory [33], strongly related to the so-called Sarma phase [34].

The FFLO approach predicts that the excess of majority fermions un-
dergo an asymmetric occupation of the Fermi surface in the momentum
space, yielding a non-zero normal current. In the lowest energy configu-
ration, the normal current is balanced by a supefluid counter-flow, with the
superfluid pairs having non-zero momentum. FFLO phases will then exhibit
a spatially-varying order parameter. This is a plane wave in FF phases [31]
a standing wave in LO phases [32]. In the latter case, due to the translation
symmetry breaking, adjoining the superfluid character, the superfluid is re-



1.3. EXOTIC SUPERFLUIDITY 23

ferred to as supersolid.
Very generally, in FFLO phases the energy cost Eq. 1.15 is encoded in the
kinetic energy associated with the non-zero momentum of the condensed
pairs.

The Sarma theory predicts instead that pairing arises between fermions
with opposite momenta, forming thus zero-momentum pairs as in standard
BCS theory. Nonetheless, only one of the two fermions lays at its Fermi
level EF1, whereas the other occupies the energy E2 < EF2 corresponding
to the selected momentum |kF1| (see Fig. 1.5(a)). Again here an energy
cost is required for the superfluid phase to arise: fermions occupying energy
levels in the vicinity of E2 < EF2 are promoted into the continuum. These
excitations are explained in [35] by the incompatibility of BCS wavefunctions
with a fully single-occupied phase-space region, since BCS theory postulates
zero or double occupancy for the paired modes.
Very generally, the Sarma phase is experimentally identified by a spatially
homogeneous partially-polarized superfluid phase.

EF1
EF2

k1k1

k

EF1
EF2

k

E1<EF1

(a) (b)

Figure 1.5: Pictorial sketch of the two pairing mechanisms of FFLO theory (a), and
BP theory (b). The specific involved momenta and the mismatched Fermi energies are
indicated in figure.

1.3.2 Addressing exotic superfluidy with Fermi gases:
the role of mass asymmetry

Thanks to their exceptional degree of control, Feshbach resonant Fermi gases
of ultracold atoms represent an appealing framework for the investigation of
exotic superfluidity. In particular, the control of the population imbalance
in double-species mixtures allows to directly tune the energy mismatch be-
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tween the two associated Fermi energies, while Feshbach resonances enable to
control the interspecies attraction, hence the pairing strength. Nonetheless,
despite the recent advances in this experimental field, no unambiguous obser-
vation of exotic superfluidity has been reported so far. Previous experiments
with homonuclear gases have observed a system instability towards phase
separation, where an unpolarized superfluid core expels the excess of un-
paired atoms within an outer shell of normal gas [36–40]. Among other kind
of experimental platforms [41], only organic superconductors have shown so
far indirect evidences of FFLO phases [42–44]).

In this section I discuss the possibility to experimentally address exotic
superfluidity with heteronuclear mass-imbalanced Fermi mixtures. As al-
ready mentioned, mass asymmetry induces an energy mismatch between the
Fermi surfaces of the two components. It thus naturally arises the question
whether mass-imbalanced systems may be more promising to address exotic
superfluidity, relative to their homonuclear counterparts. In this respect,
various theoretical works agree on a positive answer [45–47]. To summa-
rize the predicted advantages, I will mainly refer to the work of Ref. [46].
Here the authors consider the system Laundau thermodynamic potential,
expressed as a power series of the superfluid order parameter and its spatial
gradient. By investigating the relative coefficients as a function of temper-
ature and population imbalance, they retrieve the order parameter features
under each investigated condition. The resulting phase diagram at unitarity
is reported in Fig. 1.6, for a homogeneous mass-balanced (Fig. 1.6(a)) and
mass-imbalanced mixture (Fig. 1.6(a), for the case of a K-Li mixture). Re-
markably, a spatially varying order parameter (signaling an FFLO phase) is
predicted only in the mass-imbalanced case, for a majority of heavy fermions.
The work in Ref. [47] additionally demonstrates that the critical temperature
associated to the FFLO phase strongly increases with an increasing mass ra-
tio.
The mass imbalanced diagram also signals a fostering of the Sarma phase
or a majority of light fermions. Although this result is in agreement with
present literature [45, 47], it is important to point out that the work [46]
follows a mean field approach, which fails in distinguishing between uncon-
densed homogeneusly polarized gas of pairs (pseudogap phase), and strictly
condensed BP or Sarma phases.
Finally, the forbidden regions (FR) correspond to non uniform superfluid or-
der parameter densities: here the system phase separates [47].
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Figure 1.6: Predicted temperature-population imbalance phase diagram for the
mass balanced (left hand plot) and mass imbalanced case of Li-K (right hand plot).
The phase space regions hosting an FFLO or a Sarma superfluid are indicated,
as well as those hosting a normal (N) and a standard superfluid (BCS) phase.
Tricritical (TCP) and Lipshitzian (LP) points are also indicated. The Modified
from [46].

As a conclusion to this section, the novel Cr-Li experimental platform
presented in this work emerges as an extremely promising candidate for the
investigation of exotic superfluid phases, combining the high degree of control
on population imbalance and pairing interaction typical of ultracold gases,
with a reasonably large mass ratio MCr/mLi ' 8.8.

1.4 Itinerant ferromagnetim in 2-component

Fermi systems

In this section I briefly focus on the physics of repulsive Fermi mixtures.
Above a critical coupling strength, such systems are expected to manifest the
paradigmatic phenomenon of spin demixing, leading to anti-ferromagnetic
ordering in optical lattices [48–55] and ferromagnetic domain formation in
continuum systems [56–59].
In this latter frame, the possibility of itinerant ferromagnetism -namely the
phase separation of freely moving two-component fermions with fixed popu-
lation imbalance- was first considered by E. Stoner [60] within a mean-field
description for an electron gas subjected to a screened short-range Coulomb
repulsion. The Stoner model is based on the competition between the repul-
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sive interaction experienced by the system in the homogeneous case, and the
kinetic energy cost inherent to phase separation. For the first (mean-field)
contribution it is Eint ∝ an1n2 being ni = Ni/V the single component den-
sity. For the kinetic energy of a single component Fermi gas it is instead
Ekin ∝ n

2/3
i , which increases by a factor (V/Vi)

2/3 when the Fermi gas gets
shrunk into the final volume Vi < V . While the kinetic energy saturates
around a finite value, Eint keeps increasing as kFa is cranked up until the
critical value kFa = π/2 is reached. Beyond this point, the paramagnetic,
mixed phase becomes energetically favored against the development of non-
zero magnetization. In the absence of spin-flip mechanisms, this turns into
the emergence of partially polarized or fully polarized spin domains.
Although more accurate approaches, ranging from mean-field descriptions
including next order interaction terms [61], low-energy theories [62], up to
quantum Monte-Carlo calculations [63,64], predict a somewhat lower critical
interaction strength, critical interactions of about kFa ∼ 1 are required for
ferromagnetism to develop. As such, in contrast to BCS superfluidity, ferro-
magnetism is unavoidably a strong coupling phenomenon, therby challenging
to treat theoretically. The nature itself of the transition to the ferromagnetic
phase (I or II order) remains instead strongly debated [10].

In the following I will discuss the prospects for the experimental investi-
gation of such ferromagnetic transition with ultracold Fermi mixtures with
tunable interspecies interactions.

1.4.1 The pairing instability

As suggested in Sec. 1.2, Feshbach resonant Fermi gases populating the
upper branch of the many-body spectrum appear as an ideal framework
for the experimental investigation of itinerant ferromagnetism. [61]. Indeed,
such systems uniquely features the two main ingredients of the Stoner model
-Fermi pressure and strong short-range repulsion- free from intricate band
structures, additional types of interaction or disorder, typical and somewhat
unavoidable in condensed matter systems.

However, pioneering investigations [56,57] revealed that the quantum sim-
ulation of the Stoner Hamiltonian with ultracold fermions is complicated, if
not fundamentally impeded, owing to the short-ranged nature of the inter-
atomic interaction: the very strong repulsive strengths therein required can
only be attained at large and positive scattering lengths, on the order of the
interparticle spacing (kFa ∼ 1). As illustrated in Sec. 1.2, this inherently
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implies the existence of a weakly bound state below the two-atoms scatter-
ing threshold. At the many-body level, this makes the repulsive Fermi gas
a metastable state of the system: a three-body collision between the two re-
pulsive fermions and a third atom can yield the formation of a dimer plus an
extra particle with increasing momentum and kinetic energy, thereby depop-
ulating the upper branch and heating the system. This process is referred
to as three-body recombination. The rate γ3B associated to three-body re-
combination processes features a strong dependency on the scattering length
|a| [2], monotonically increasing moving towards the unitary limit. In partic-
ular, for the case of a Fermi gas strongly confined within an ODT potential,
it can be shown that [59]

h̄γ3b

εF
∝ (kFa)6

1 + (kFa)2
(1.16)

being εF the averaged Fermi energy over the gas density profile, within a
local density approximation.

In spite of the intrinsic competition of the ferromagnetic instability with
the pairing one, recent experiments [58, 59] possibly unveiled the ferromag-
netic behavior of repulsive homonuclear Fermi mixtures. In particular, the
recent work [58] demonstrated that a proper preparation of a Li-Li Fermi mix-
ture in a domain-wall-like configuration -where the initial overlap of the two
polarized gases is zeroed- enables to attain a semi-stationary ferromagnetic
configuration, stable on the 10 ms timescale, for large enough kFa values.
The same mixture has enabled via a pump-probe spectroscopy protocol to
unveil the development of micro-domains of spin-polarized fermions following
a rapid quench of the repulsion strength within the two-component gas [59].
At long evolution times after the interaction strength, such domains appear
to coexist with dimers formed through inelastic pairing processes in a semi-
stationary emulsion state. Although subsisting as an interesting phenomenon
in itself, the observation of such complex dynamics clearly undermines the
prospects for a clean study of Stoner ferromagnetism in such homonuclear
experimental systems. Indeed, the transition from a paramagnetic to a fer-
romagnetic phase with spatially separated domains remains at the present
time unobserved.
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1.4.2 Addressing itinerant ferromagnetism with Fermi
gases: the role of mass asymmetry

In analogy to the discussion presented in Sec. 1.3.2 in the contest of exotic
superfluidity, in this section I consider how mass asymmetry may positively
affect the experimental addressability of Stoner ferromagnetims within ultra-
cold itinerant Fermi mixtures.
To this end, I refer to the theoretical work in Ref. [65]: within the same mean
field approach discussed above for the Stoner criterion in the mass-balanced
case, the authors of Ref. [65] evaluate the energy of the ferromagnetic and
the paramagnetic states as a function of the mass ratio. Applying a Stoner
criterion generalized to m↑ 6= mdownarrow they could obtain, as a function of
the mass ratio, the critical phase boundaries separating the different regimes.
The main results for a 3D mixture are summarized in Fig. 1.7. The labels
indicate the allowed equilibrium phases: (L&H) stems for the fully ferro-
magnetic phase with spatially separated light (L) and heavy (H) particles;
(L,H) stems for the paramagnetic phase, where the two component homo-
geneously coexist; (L’,H’)&(L”,H”) indicates instead the partially polarized
phase, with the coexistence of two homogeneous separated domains where
the light and heavy fermions have different densities. The dot-dashed line
indicates the Li-K case. Interestingly, the ferromagnetic phase results always
to be energetically favored in the limit of diverging mass asymmetry (low
plot region, mL/mH → 0) although in presence of vanishing repulsion (right
side, 1/kFa→∞).
The authors account for repulsive interactions via a mean-flied contact term,
an approximation which is in principle valid only in the weakly interacting
limit. Nonetheless, the authors point out that the energy gain in favor to
the ferromagnetic phase is cranked up by the interaction strength: if the
gas undergoes phase separation for a certain value of mL/mH and kFaS,
it will certainly continue to phase separate at larger values of kFa. As a
consequence, the monotonic decrease of the Stoner critical interaction as a
function of mL/mH emerges as a sound theoretical result, irrespective of the
modeling employed to describe the repulsive interactions. A decrease of the
critical Stoner interaction inherently implies the possibility to experimentally
address itinerant ferromagnetism within more stable repulsive Fermi systems,
where inelastic decay processes are sizeably reduced, see again relation Eq.
(1.16) [59]. As a conclusion, the Cr-Li mass-imbalanced mixture arise as an
exiting framework also in this respect. As already anticipated, such mixture
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Figure 1.7: Phase diagram for the repulsive double-species Fermi gas in terms of mass
ratio (mL/mH) and interaction strength (1/kFa). The paramagnetic (L,H), partially
polarized (L’,H’)&(L”,H”) and fully polarized (L&H) phases are separated by the re-
lated boundary conditions (solid lines). Beyond the marked interaction threshold it is
Eint < Ekin/2, being Eint and Ekin the homogeneous phase interaction and kinetic en-
ergy respectively. Taken from [65].

offers additional peculiar features, able to further suppress the pairing insta-
bility within the upper branch. This features will be extensively discussed
within the next section.

1.5 The atom-dimer interaction: few and many

body features

Fermions represent the fundamental building blocks of ordinary matter, whereas
bosons only exist as composite particles. A dimer formed by the combination
of two fermions consists in the simplest system to study the physical nature
of composite bosons, whereas the fundamental role of fermionic quantum
statistics clearly emerges as soon as we move to the study of its interaction
with a third fermionic particle.
I n the following I discuss the generic features of a three-body state con-
sisting of two identical fermions plus a third particle, with a generic mass
ratio among the two components. From such a discussion it will become
evident how Cr-Li mixtures may enable uniquely the observation of very pe-
culiar few-body regimes, unattained so far. Furthermore, I will discuss how
such mixture may provide an appealing many-body framework with non-
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Figure 1.8: A light atom of mass m attractively interacts with two heavy atoms of mass
M , having relative distance R.

perturbative few-body correlations.

1.5.1 The atom-dimer problem within a Born-Oppeneimer
description

I approach here the atom-dimer scattering problem for a two-component
Fermi system. I will show how the composite nature of the dimer has deep
consequences on the scattering properties, and discuss the strong mass ratio
dependency of the related three-body potential. To this end, it is instructive
to first look at the strongly imbalanced case of two identical fermions of
mass M attractively interacting with a third fermion of mass m � M , as
depicted in Fig. 1.8. Such system is well described by the Born-Oppenheimer
approximation, with a total three-body wavefunction factorized as follows:

Ψ(r,R) = φR(r)±ψ(R)∓ (1.17)

φR(r)± describes the motion of the light particle, adiabatically adjusting
itself at the distance R between the two (slowly moving) heavy fermions.
For convenience, let us consider the a > 0 case, where a stable dimer m −
M exists in the vacuum. In the presence of the third particle, the light
fermion wavefunction can be written as a symmetric (+) or anti-symmetric
(−) superposition of the dimer wavefunction localized around the ”left” and
”right” heavy fermion, and takes the form [9]

φR(r)± ∝ e−k±|r−R/2|

|r−R/2|
± −

k±|r+R/2|

|r + R/2|
(1.18)

Assuming a heavy-light contact potential, the wavevector k± must fulfill
the Bethe-Peierls condition (1.4) at r = ±R/2, and satisfy the free-particle
Shrödinger equation otherwise. It can be easily verified that k± must obey
the relation

k± ±
e−k±R

R
(1.19)
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yielding the eigenenergy E±(R) = −h̄k±(R)/2m. This, then, represents
an effective interaction potential U±(R) = E±(R) − |εb| for the Shrödinger
equation of the heavy particles, described by the wavefuntion ψ(R)∓. The
additional term −εb(a,R∗) removes here the constant offset associated to the
bare in-vacuum dimer energy; this quantity solely depends on the 2-body
scattering parameters a and R∗, as set by relation (1.5) for a reduced mass
µ → m (which is exact in the limit m/M → 0). It can be shown that
such potential is purely attractive (U+ < 0) for the symmetric configuration
φR(r)+, and purely repulsive (U− > 0) otherwise [66,67]. Within an intuitive
picture, the symmetric configuration corresponds to the light atom having
maximal probability distribution in between the two heavy fermions, medi-
ating their reciprocal attraction. In particular, it can be shown that U±(R)
is long ranged, falling off as a Yukawa-like potential as R � a, whereas it
behaves as ∼ 1/(mR2) at intermediate distances R ≤ a [9, 67].
In the absence of any heavy-heavy atoms interaction, the (radial) wavefunc-
tion ψ(R)∓ experiences the total potential

V`(R) = U±(R) +
h̄2`(`+ 1)

2MR2
(1.20)

with an effective centrifugal barrier set by the angular momentum `.
The role of quantum statistics and the composite nature of the dimer

clearly emerge within the anti-symmetrization of the total wavefunction (1.17),
directly leading to the `-dependence of the atom-dimer scattering properties:
in particular, only anti-symmetric heavy-atom wavefunctions ψ(R)− (odd `)
can orbit within the attractive energy surface U+, and vice-versa, whereas
all even partial wave channels experience a net repulsion, primarily in the
s-wave. As a result, the atom-dimer scattering length is always positive, ir-
respective of the mass ratio.
In the low energy limit, the attractive atom-dimer problem then restricts to
p-wave (` = 1) scattering channel. The associated potential V1(R) results
as the competition between the repulsive centrifugal barrier ∝ 1/M and the
attractive mediated interaction U+ ∝ 1/mR2. Fig. 1.9 reports examples of
V1(R) for different M/m values, in the broad resonance limit R∗ = 0. Re-
markably, for small M/m values (dashed curve) the centrifugal barrier dom-
inates at any R, inducing a fully repulsive potential. The result is reversed
at large M/m values (dotted curve), exceeding the critical value 13.6, where
the potential is fully attractive. This potential, which scales as ∼ 1/Rr, is
responsible for the appearance of the Efimov effect. This is associated with
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Figure 1.9: Born-Oppenheimer atom-dimer effective potential V1(R)=U+(R)+Ucb(R)
in the l=1 channel and wide resonance limit R∗ = 0 for mass ratios M/m = 13.6 (dotted
line), 8.2 (dash-dotted), K/Li (solid) and 5 (dashed). A cartoon exemplifies the expected
atom-dimer system in each case. Image adapted from [67].

the existence of trimers states featuring a log-periodic energy spectrum and
discrete scaling symmetry [68–70]. In the limit a → ∞ the Efimov trimers
compose an infinite set with logarithmic energy-spacing low. Within a more
complete treatment beyond the zero-range approximation, it can be shown
that Efimov trimers persist as bound states also for a < 0 [9], where the two
body state is absent. For this reason, in the a < 0 regime Efimov trimers
have Borromean character.

For intermediate values of M/m instead (8.17 < M/m < 13.6), the po-
tential develops a well at R ∼ a, and the centrifugal barrier only dominates
at shorter distances. As I will discuss within the next subsection, a more
complete theoretical approach demonstrates the possibility for such poten-
tial well to sustain up to two trimer stable states. The main features of such
trimers, as well as their experimental investigation, are also discussed in the
following.
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1.5.2 The peculiar case of Cr-Li: the Kartavsev-Malykh
trimers

The exact derivation of the p-wave channel potential for any M/m value
was first derived by O. I. Kartavstev and A. V. Malykh [1], for an inter-
species (heavy-light) contact potential with R∗ = 0 and zero intraspecies
(heavy-heavy) interaction. Quite remarkably, the calculation quantitatively
validates the key results of the Born-Oppenheimer approximation (see also
Fig. 1 in Ref. [2]). In particular, the authors demonstrate that the poten-
tial sustain one and two bound states for λ1 ' 8.17 < M/m < λ2 ' 12.9
and λ2 < M/m < 13.6, respectively. This states, referred to as Kartavstev-
Malykh (KM) trimers, significantly differ from the Efimov ones: they exist
only at positive interspecies scattering lengths, and very importantly, they
are collisionally stable thanks to the presence of the centrifugal barrier, which
impedes particles to approach each other at short distances.

To my knowledge, no double-species experimental platform currently
available within the ultracold atoms community fulfill the required mass ra-
tio for the KM trimers to arise, and the existence of such few-body features
remains unobserved so far. The novel Cr-Li mixture object of my thesis,
exhibiting a mass ratio MCr/mLi ' 8.8, emerges to this end as an excep-
tional candidate. Furthermore and very importantly, the strong dependence
of the atom-dimer scattering properties upon finite range effects encoded into
a non-zero R∗ - via the term U+ ∝ k+(a,R∗)2 in equation (1.20) - experi-
mentally allows for a resonant tuning of the three-body interaction on top
of the standard 2-body ones. As shown in Ref. [67] for the K-Li case, the
three-body attractive potential is progressively and strongly weakened by an
increasing R∗, with the ratio R∗/a plying qualitatively the same role of a
decreased mass ratio. In particular, the Cr-Cr-Li trimer is predicted to lie
extremely close the atom-dimer threshold already for R∗/a = 0 thereby be-
ing extremely sensitive to any finite-range effect. Fig. 1.10 shows how the
KM trimer state already hits the atom-dimer threshold at R∗/a ∼ 0.03. For
larger values, the trimer converts into a virtual state lying above the atom-
dimer threshold, leading to the occurrence of a p-wave scattering resonance
between Cr and Cr-Li dimers [71].
Since R∗ is fixed by the character of the specific Feshbach resonance, and
a can be tuned via the Feshbach field, the Cr-Li system uniquely enable to
control three-body resonant interactions, on top of the two-body ones. In
particular, the purely elastic character of such effect makes it an unprece-
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dented new experimental tool both within the few- and many-body context.

Figure 1.10: Cr-Cr-Li binding energy detuning from the atom-dimer Cr-CrLi energy
threshold (E3), normalized to the dimer energy E2, as a function of R∗/a. In the R∗ → 0
limit and up to (R ∗ /a)c ∼ 0.03 (marked by the red cross), the trimer is stable. Figure
from D. Petrov (private communication).

1.5.3 Impact of the Cr-Li three-body features on fer-
romagnetic phases

In this subsection I briefly discuss another key three-body feature of the Cr-Li
mixture, intimately connected with the existence of the KM state discussed
above. This second property expected for the system subject of my thesis
deals with Cr-Li mixtures in the repulsive branch of the Feshbach resonance.
In Ref. [2] the author investigates the low energy limit of the atom-dimer scat-
tering problem with M/m < 13.6. In this non-Efimovian regime, the pres-
ence of a centrifugal barrier at short interatomic distances makes short-range
parameters unessential for a quantitative description of the three-particle
interaction, with the scattering problem being fully determined by the in-
terspecies scattering length a, and the mass ratio. Under such conditions,
the author analytically derives the open channel wavefunction describing the
atom-dimer product of a three-body recombination event. Such a three-body
inelastic process, as discussed in subsection 1.4.1, strongly destabilizes the
repulsive Fermi liquid within the upper branch of the many-body spectrum.
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By comparing this result with the free-atom wavefunction for the three ap-
proaching fermions, the author obtains the three-body recombination rate
shown in Fig. 1.11 as a function of the mass ratio.

Figure 1.11: α↑m3
↑ε

2/h̄5 is an dimensionless quatity proportional to the recombination
rate α↑ associated to the process ↑ + ↑ + ↓→↑ + ↑↓. ε is here the dimer (↑↓) binding
energy. This quantity is plotted as a function of the mass ratio, within the non-Efimovian
regime. As shown, the decay rate features a minimum point α↑ = 0 for m↑/m↓ ' 8.62.
Figure taken from [2].

Very remarkably, the recombination rate for ↑ + ↑ + ↓ processes is per-
fectly zeroed at two specific mass ratios: m↑/m↓ ' 8.62, significantly close
to the threshold λ1 ' 8.17 for the emergence of a stable KM trimer. The
authors of Ref. [1] interpret this feature as arising from a quantum destruc-
tive interference phenomenon connected with the presence of the KM trimers
underlying the atom-dimer threshold. Such a peculiar quantum interference
mechanism resembles the one experimentally observed in the context of Efi-
mov physics: the existence of Efimov trimers below both the three atoms and
atom-dimer scattering thresholds yields the resonant suppression of three-
body losses [9,18,72–76]. In these cases, though, such a suppression does not
yield a perfect zeroing of three-body recombination, since the Efimov states
wavefunctions always feature a non-negligible weight at short distances, in
contrast with the KM trimer case.

1.5.4 Further effects of atom-dimer interaction within
Cr-Li few- and many-body systems

I conclude this section by pointing out additional appealing extensions of
the atom-dimer interaction enabled in Cr-Li systems within a many-body
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context, although such possibility has not been considered at the theoretical
level so far.

In the first place, the presence of a strong atom-dimer attraction on top
of the standard 2-body one could represent an interesting tool for the in-
vestigation of exotic superfluid phases within the attractive branch of the
many-body spectrum. For large but finite a > 0 values, the KM trimers are
expected to convert into virtual states lying above the atom-dimer threshold
due to finite range effects (R∗/a > 0), leading to the resonant enhancement
of the p-wave atom-dimer interaction [67]. It is reasonable to expect that
such large Cr-dimer attraction may favor the creation of polarized superflu-
ids even at strong coupling [77], while the p-wave character of such attractive
interaction could foster pair condensation into non-zero momentum states,
hence the development of FFLO regimes.
Moreover, the strong p-wave Cr-CrLi attraction and the proximity of a
tetramer state [78] could facilitate p-wave paring of polarized Cr atoms, me-
diated by the exchange of a CrLi dimer.
Within the resonance limit instead (R∗/a ∼ 0), the KM trimers will be well
defined below the atom-dimer threshold, and at low temperature they could
form a degenerate Fermi gas. Here, their p-wave character, together with the
magnetic nature of Cr atoms, might also allow for further appealing exten-
sions: since the Cr-Cr-Li trimer is a p-wave bound state, it has three possible
degenerate configurations (m` = ±1, 0), and therefore, a non-polarized cloud
of such trimers will generally be an interacting system. However, because of
the tiny distance of the trimer state from the atom-dimer threshold, the
weak, though appreciable magnetic dipole-dipole interaction between the Cr
atoms can sensitively affect the stability and the energy of such states. More
precisely, dipolar interaction will generally tend to stabilize the m` = 0 com-
ponent, and destabilize the |m`| = 1 ones. Another interesting mechanism to
selectively polarize the three-body states could be the exploration of strongly
anisotropic trapping potential: confining the trimers in a 1D tubes (2D pan-
cakes) parallel (orthogonal) to the magnetic field orienting the dipoles could
favour the m` = 0 (|m`| = 1) Fermi gas component.



Chapter 2

Vacuum apparatus: design &
realization

In this chapter I present in detail the experimental vacuum apparatus that I
designed and implemented for the realization of ultracold samples of Li and
Cr mixtures.
The chapter is divided in three main sections: Sec. 2.1 provides an overview
of the apparatus design and describes its main components; Sec. 2.2 presents
the main coils assemblies implemented onto the apparatus in terms of their
structure and magnetic field profiles; finally, Sec. 2.3 reports on the assembly
and backing procedure followed to implement the final structure, and to reach
ultra high vacuum conditions in the apparatus.

2.1 Vacuum structure

Our apparatus design is based on a general key strategy: the two species are
effused along two independent vacuum lines that recombine within the main
experimental chamber. This choice is mainly due to the strongly different
sublimation temperatures needed for Li and Cr atoms, of∼ 450° and∼ 1500°,
respectively.

In order to design the vacuum setup I made use of well-established mod-
els in vacuum technology for molecular flow ( [79–82]), to associate a flow
conductance to the various setup components and optimize their shape, as
well as to determine the suitable pumping speeds that must be applied to the
apparatus. The vacuum quality within the setup is indeed of fundamental

37
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(a)

(b)

Figure 2.1: Overview of the vacuum apparatus plus sustaining frame system of bread-
boards and aluminum profiles. (a): CAD sketch. (b): photo of the assembled vacuum
apparatus; the flexible tubes which connect the vacuum apparatus to the pre-pumping
system are also visible (see Sec. 2.3).
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importance to guarantee a high collection efficiency of the atoms and a long
lifetime of the degenerate mixture: background atoms can collide with the
cold and ultracold Cr and Li samples, reducing the slowing process efficiency
and heating up the Cr-Li gas, causing atoms to escape from the trapping
volume.
A schematic overview of the apparatus is shown in the computer-aided design
(CAD) of Fig. 2.1(a), and in photo 2.1(b), taken at the very last step of the
assembly stage of the apparatus.
The detailed design of each of the main components of the vacuum setup is
presented in the following.

2.1.1 Oven chambers

The design and the operation temperature of a sublimation reservoir are set
by the optimal atomic flux, which, within the effusive regime1, is character-
ized by the following longitudinal velocity distribution [4]:

fvL(vL, T ) =

(
πφ

2

)2
Psat(T )

kBT

(
m

2πkBT

)3/2

v3
L exp

(
− mv2

L

2kBT

)
sin2(θ) (2.1)

for the atoms emitted within the small solid angle defined by the azimuth
angle θ. Here φ is the emission hole diameter, and T the temperature. kB is
the Botzmann constant, m the mass of the atomic species and Psat the vapor
pressure of the sample.
The behavior of Psat as a function of T for the specific case of Cr and Li
solid samples can be found in Ref. [4] and [83]; the resulting suitable values
of the reservoir temperatures are ∼1500° and ∼420°, respectively. Typical
values for φ are of he order of 1mm. Fig. 2.2(a) and (b) show the probability
distribution relative to our Cr and Li reservoir respectively.

Owing to the extremely high temperatures required for Cr sublimation,
the Cr oven chamber is an industrial HT-cell2. The chamber is composed
by a core crucible in ZrO2/CaO, inserted into a second crucible of tungsten;
the two crucibles are heated up by a tungsten filament, and water cooled
within a stainless steel (SS) CF40 chamber. We decided to employ this spe-
cific combination of materials for the realization of the core crucible due to

1This regime is satisfied when the diameter of the emission hole is much smaller than
the mean free path of the particle within the effusion reservoir.

2CreaTec, model: HTC-40-10-284-SHM
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(a) (b)

Figure 2.2: Atomic flux per longitudinal velocity class for Cr (a) and Li (b) atoms,
calculated for the experimental values of T (1500°C and 420°C) and φ (3 mm and 2 mm
respectively). The considered solid angle subtends respectively a magneto-optical trap
section of 5 mm and 3 mm radius from the distance set by the oven position. A vertical
dashed line marks the velocity corresponding to the maximum flux.

the chemical reactivity of Cr with other compounds, as previously reported
by the Paris group [4]. Furthermore, based on test performed by the same
group, the combination of ZrO2 with Cao results in a better temperature
stability, relative to the one featured by the natural zirconium dioxide. The
ZrO2/CaO crucible is closed by a cap with a 1mm diameter hole.
The Cr solid sample, featuring natural abundance, was delivered by the pro-
ducers within plastic containers in air. After filling the ZrO2/CaO crucible
with the Cr sample, the cap was glued in place with a high-temperature
glue3.
The Cr oven chamber is provided with a thermocouple temperature sensor
and readout contacts, and with a SS shutter controlled by a pneumatic actu-
ator. The oven chamber is host into a CF63 edge-welded bellow. This allows
to finely align the atomic flux towards the experimental cell by adjusting the
length of four threaded rods fixed at the two bellow flanges, see Fig. 2.3(a).
The Cr effusion cell is connected to a CF100 vertical chamber with six lateral
CF40 arms, three for each side, oriented at 45° one with respect to the other,
see CAD in Fig. 2.1(a). The four arms placed at 90° terminate with anti-
reflection coated windows enabling to implement a transverse cooling stage.
The additional two arms simply provide a direct optical access to the oven
output from one side and the connection to a gauge for pressure monitoring
and to the prevacuum pumping system from the other. Two vertical bread-
boards (also sketched in CAD) provide a working surface for the assembly of

3Resnond, 904 Ultra Temp Zirconia, delivered by Cotronic Corporation.
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the transverse cooling optical setup. The sizes of the CF100 cross and the
oven CF63 bellow are such that the effusion cell extremity protrudes into the
CF100 cross body for a few centimeters, thus being visible from the lateral
optical accesses: this greatly facilitates the alignment of the Zeeman slower
laser light which is shined onto the oven nozzle to slow down the effused
atoms.

The Li reservoir requiring significantly lower operation temperatures is
composed by a CF40 flanged cup plus a nozzle, is based on a custom design,
see Fig. 2.3(b). A standard fixed band heater4 heats up the cup base up to the
desired temperature. The nozzle has been realized by drilling a 1cm diameter
hole at the center of a blank CF40 flange, on top of which it is screwed a
thin plate with a tapered hole of smaller dimensions. The adjustment of the
tapered hole position with respect to the flange center allows to adjust, if
needed, the orientation of the outgoing atomic beam. The design of the Li
oven nozzle is inspired by the one developed in the MIT experiment described
in Ref. [84], also employed in the LENS experiment, see Ref. [82].
To avoid undesired chemical reactions, we employed Nickel gaskets at the
interfaces within the oven section.
The Li reservoir is vertically oriented and connected to a CF63 cube through
a 90° elbow. One lateral side of the cube hosts a viewport, allowing to
monitor the Li slowing laser light alignment. At the opposite aperture, a
CF63 tee hosts a Ti-sublimation pump5.
Frontally with respect to the oven, a reducing cone connects the CF63 cube
to a CF40 in-line mechanical shutter6 provided with pneumatic actuator.
Our Li atomic source is composed of an enriched (95%) sample of 6Li. The
sample was delivered by the producer in glass vials under Ar atmosphere in
order to prevent oxidation. The sample was inserted into the reservoir before
the final bake-out procedure operated on the assembled vacuum apparatus,
see Sec. 2.3. In order to inhibit oxidation processes, the oven chamber was
flooded with a constant flux of Ar. Under Ar atmosphere, we could thank
brake the protecting glass vial and fill the oven reservoir.

4Watlow, model Miniband.
5Varian, Mini-Ti Ball source.
6Kurt Lesker, model DS275VPS-P
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(a) (b)

Figure 2.3: (a): Cr effusion cell; the cell flange is attached to an edge-welded bellow
which is aligned and fixed by four longitudinal rods, screwed at the two bellow flanges.
(b): Li custom oven structure. The heatable cup is vertically oriented and hold by a 90°

elbow pipe. The nozzle is fixed at the opposite side of the elbow, in vertical position.

An ion pump7 is connected to both Cr and Li oven chambers from the
top, see again Fig. 2.3(b). Here the worst vacuum is expected, and NEG
(Non-Evaporative Gettering) elements would get immediately coated to sat-
uration. The additional titanium-sublimation pump at the Li oven chamber
helps to maintain a good vacuum pressure by means of gettering chemical
activity. This latter device is not necessary at the Cr oven, thanks to the
good gettering properties of Cr itself.
Finally, an all-metal gate valve8 is separates both Cr and Li oven sections
from the rest of the vacuum apparatus, enabling to quickly isolate the exper-
imental chamber in case of an oven malfunctioning or during substitution of
exhausted atomic sources

2.1.2 Zeeman slowers and differential pumping stages

The thermal atoms emitted from the ovens are slowed down by two dedicated
Zeeman slowers (ZS) coils systems plus a counter-propagating laser beam,
by exploiting a spatially-varying Zeeman effect. A ZS is composed by two
concentric tubes, around which a series of coils is externally winded up with
appropriate number of loops/layers to reproduce the desired field profile.
While the designing features of the Li and Cr ZS coils are detailed in Sec.
2.2, in this section I present their vacuum holding structure.

7Agilent Technologies, model Vaclon plus 75 star cell.
8MDC, model E-GV-1500M-P-11, kalrez seal option.
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The Cr ZS structure is composed by two concentric CF16 and CF40 SS
tubes of total length L = 47.7 cm, comprehensive of extremal CF40 flanges.
The gap between the two tubes is exploited for water cooling: two walls
run along the axial direction and divide the gap in two symmetric chambers,
linked only at one extreme of the ZS tube to let the water flow from one into
the other; at the opposite extreme, a water connector for each chamber allows
the water to flow in and out, respectively. This system ensures a uniform
cooling of the ZS structure.

The Li ZS is also composed by two concentric CF16 and CF40 SS tubes,
but here the inner CF16 tube protrudes at the extremities of the ZS and it
allows for a CF16 flanged connection on both sides. Two transverse 12 mm
thick SS disks seal the gap between the two tubes at the CF40 tube extrem-
ities. Again in this case two inner walls run along the axial direction driving
the water flow. Two threaded holes, drilled along the radius of one of the
disks, enable the fastening of input and output water connectors. The inner
surface of the disk is also drilled to let the water flow inward and outward
the inner gap. The total length of the object is L = 48.73 cm. A detailed
view of the structure is provided in Appendix A.

Figure 2.4: Cr differential pumping stage: the small tube is visible from inside the CF40
cube. A small pump is connected to the cube from below. On top, an all-metal angle
valve allows the pre-pumping operation. The Cr ZS is visible on the left side, on the right
side the bellow connects the stage to the gate valve.

Both ZS are separated from the oven chambers by a very compact dif-
ferential pumping stage, based on a custom design with similar features for
both species and shown in Fig. 2.4. The stage reduces the flow conductance
between the oven and the following section and enables to attain a regime of
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ultra-high vacuum within the experimental cell. It is composed by a narrow
tube of 8 cm and 10 cm length, for the Li and Cr stage, respectively, fastened
in axial alignment at the center of a pierced blank CF40 flange, which is con-
nected to a CF40 cube. The tube protrudes inwards and outwards the cube
wall; on the outward side, a CF40 bellow protects the tube and allows the
connection to the gate valve. The opposite side of the cube directly connects
the ZS.
At the bottom of the cube a Saes Getter NexTorr pump9 enhances the dif-
ferential stage efficiency. This pump is characterized by a very small body
volume, composed by a NEG element plus a small ion-pump body. The NEG
element slightly protrudes into the CF40 cube volume and greatly increases
the pumping speed, despite the limited ion-pump body10.
An all-metal angle valve is connected from the top to allow for pre-pumping
access. Uncoated windows are installed at the lateral cube sides: again here
the lateral view has been very useful to optimize the ZS beam alignment.

2.1.3 Experimental cell and in-vacuum mirror cham-
ber

Our experimental cell is a custom Kimball Physics spherical octagon cham-
ber, with 8 perimeter CF40 windows, spaced out by CF16 windows. Due
to the many in-plane optical accesses, our experimental cell has a very large
radius of ∼ 13 cm.

The in-plane arrangement of the optical accesses dedicated to the magneto-
optical trap (MOT) beams, the optical dipole trap (ODT) beams and the
imaging beam is described in Ch. 3. For an overview of the relative optical
setup I refer to Fig. 3.17.
Within the vertical direction instead, a very wide optical access to the exper-
imental cell is left free for a high resolution imaging setup, not implemented
yet. The access is provided by two CF200 windows11 with a ∼ 11cm diameter
glass12. The two viewports have a re-entrant shape that places the glass as
close as possible to the atomic cloud, as shown in Fig. 2.5. As I will explain

9Model D 100, 100 L/s.
10The small ion-pumping element is anyway necessary to eliminate noble gases.
11UKAEA, custom design.
12Custom anti-reflective coating for all the exploited wavelengths by Laseroptik.
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in Sec. 2.2.3, I exploited the space available within the re-entrant viewports
to place a very compact set of coils. These coils, designed to produce a very
flat magnetic field profile, will provide the homogeneous Feshbach field with
which to tune the inter- and intra- two body scattering properties of the
atomic cloud within the experimental routine.

Figure 2.5: CAD section of experimental cell, re-entrant windows, Feshbach coil cases
and MOT coils system. The Feshbach coil cases are inserted into the re-entrant windows.

A vertically oriented CF63 4-way cross is connected at one of the view-
ports dedicated to the MOT beams. This chamber is exploited for the pump-
ing and pre-pumping system. The bottom flange of the cross is connected
to a pump, while a CF63 tee is fastened to the top flange and holds an all-
metal angle valve from one side, and a pressure measuring gauge13 from the
other. The pump is also in this case a NexTorr14, and the NEG element
protrudes some millimeters within the volume interested by the CF63 axial
optical access to guarantee the best working efficiency.

Two opposite CF16 accesses of the main chamber are exploited to connect
the Li ZS tube from one side and to enable the transmission of the Li ZS
beam from the other. Here a reduction cone connects a CF40 window to the
CF16 aperture15, see again Fig. 2.5.
The window is made of sapphire16, which is known to hinder metallic surface

13Varian, UHV-24P hot-cathode gauge.
14Model D500, 500 L/s
15Within the original design a CF40 bellow could allow to displace the window optical

access in case of Li aggregations on the inner surface. Unfortunately the bellow got
damaged during the assembly procedure and it is not present in the final setup.

16Vaqtec, UV grade sapphire viewport with 24mm optical access. AR coated on atmo-
sphere side for 671 nm.
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coating, arising in this case from the exposure to the Li beam emitted from
the oven. Furthermore sapphire windows, contrarily to fused silica windows,
can be heated up to 450° without damage. In our apparatus the window is
constantly kept at 210°17 to facilitate the sublimation of Li depositions.

Figure 2.6: (a): In-vacuum Cr mirror chamber; a CF40 pipe connects the structure to
the cell, a gate valve seals the main vacuum in case the mirror has to be exchanged or
moved. (b): mirror and mirror holder CAD model.

Two opposite CF40 entrances of the chamber are instead exploited for
connecting the Cr ZS tube and to provide optical access to the Cr ZS light
beam. Due to the high sublimation temperature of Cr, in this case surface
coating cannot be avoided by heating up the window. As an alternative, I
designed an in-vacuum mirror with a 90° reflecting surface, that is installed
within a 6-ways CF40 cross, see picture 2.6(a): the light is shined from a
lateral window outside the effusion cone of Cr atoms, and reflected onto the
oven by the 90° mirror. The mirror surface will be soon coated with Cr,
which is a good reflector for 425 nm light and will thus anyway allow for a
proper operation of the mirror over time.
In order to ensure a flat and homogeneous Cr coating, I relied on the ex-
perience gained by other research groups on already running setups [4, 85]
and decided to realize the mirror from a SS polished substrate18, which was
further coated with Cr. The resulting smooth substrate provides an opti-
mal flatness of the reflective surface, whereas the Cr coating ensures a good

17Fix band heater from Watlow, model Miniband.
18The SS polishing was obtained by means of a lapping procedure. The mirror was

manifactured by the local company Pecchioli Research.
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roughness, while being still chemically compatible with Cr itself19. To avoid
uncontrolled and detrimental chemical reactions, the mirror surface does not
have any protective layer, which makes the object very delicate to handle
and not cleanable.
An Al substrate could have been preferable in terms of weight and clamp-
ing strength, but at the cost of a reduced edge sharpness. Nevertheless, the
elliptic shape of the reflecting surface has limited the mirror flatness to λ/2
due to machining difficulties.
The mirror and its holding structure are shown in Fig. 2.6(b). The mirror
sizes are such to maximally exploit the housing cross section while avoiding
contact with the inner walls. The SS mirror substrate has a protrusion which
is inserted into the flanged holder. The holder has two threaded lateral holes,
exploited two clamp the mirror by means of headless screws. A longitudinal
groove along the insertion hole ensures optimum vacuum venting.

2.2 Magnetic fields and coils assemblies

The overall coils assembly implemented on the experimental apparatus is
designed on a main driving strategy: the MOT radial field and the two ZS
axial fields smoothly merge at the edge of the experimental cell, forming a
single, monotonically decreasing profile. As it will be further discussed in
the following, this strategy potentially allows to collect all the atoms exiting
from the ZS, enabling larger MOT atom numbers and increased loading rates
with respect to a standard design.
In this configuration a single pair of coils provides the MOT field for both Cr
and Li. The two species can be collected in the MOT either simultaneously or
separately within the experimental cycle. The anti-Helmholtz field gradient,
optimum for each species, can be eventually tuned by adjusting the current of
two additional small coils concentric with the MOT ones, and hosted within
the re-entrance of the CF200 viewports. This latter set of coils, primarily
devoted to the creation of the Feshbach field, can be switched to the anti-
Helmoltz configuration through a custom made circuit.
Given our conceptual design strategy, all the main four coils systems - Cr
and Li ZS, MOT and Feshbach coils - result to be strongly interdependent

19The Cr layer is actually composed by Cr oxide. Al coating would have been an
alternative, but it is less mechanical resistant to scratches and high temperatures. The
surface roughness is of ∼ 2 nm (average peak-valley distance).



48 CHAPTER 2. VACUUM APPARATUS: DESIGN & REALIZATION

one from the other.
In the next I describe the iterative designing work that I carried out in order
to define the overall coils assembly. Then, I will present the main setup
components, motivating the choice of a merging configurations.

2.2.1 Zeeman slowers coils

As already anticipated, the atoms emitted from the ovens are slowed down
by two ZS: a resonant laser beam, counter-propagating against the atomic
flux, slows down the particles thanks to momentum transfer during several
absorption/spontaneous emission cycles. A decreasing axial magnetic field
maintains the atoms in resonance with the laser light by compensating the
Doppler shift of the resonant transition through a spatially varying Zeeman
shift. Imposing a constant deceleration a, the field profile B(x) along the
atoms propagation axis is set by the well known equations [86]:

a =
(vi − vf )2

2L
(2.2a)

B(x) =
1

µ
(δl + k

√
vi − 2ax) (2.2b)

δl and k stem for the laser light detuning and wavevector modulus, respec-
tively; µ is the magnetic moment expressed in units of µB/h̄, being µB the
Bohr magneton. L denotes the length of the ZS, vi the maximum velocity of
an atom captured by the ZS, and vf its velocity at the ZS output.

The value of vf is upper bounded by the maximum MOT capture veloc-
ity; typical values are a few tens of m/s, and depend both upon the MOT
beams size and intensity, as well as upon the magnetic field gradient.
The value of vi sets instead the maximum atomic flux that can be collected
within the MOT. Suitable values for vi must be defined in relation to the
effused velocity distribution described by Eq. (2.1), and reported in Fig. 2.2
for the case of Cr and Li.
In any case, the resulting deceleration must be such that a < amax =
h̄kΓ/(2m), amax being set by the intensity saturation limit. For this reason,
the deceleration is usually expressed in terms of a safety parameter η < 1,
yielding a = ηamax.
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Figure 2.7: Sketches for the ideal ZS field in the non spin flip configuration (a), and in
the spin flip configuration (b).

Finally, the laser detuning δl sets the maximum and minimum values of
the exploited axial magnetic field. In this respect, both Cr and Li ZS im-
plemented on our setup have a non-spin flip design, see Fig. 2.7(a): in this
case the field has the same sign all along the ZS length, with B(L) = 0. This
configuration avoids low field regions along the ZS path, which is of extreme
importance to maximize the ZS efficiency in the case of 53Cr, as I will explain
in more details in the following.
On the other hand, the non-spin flip configuration has the drawback of re-
quiring high initial magnetic fields to ensure a large value of vi, and, most
importantly, the condition B(L) = 0 implies that the ZS light is fully reso-
nant with the exiting atoms, that is, with the MOT atoms. As a consequence,
the ZS laser beam can perturb (heat or even push away) the collected atomic
cloud.

Another limitation to the MOT collection efficiency which has to be taken
into account while designing a ZS is set by the divergence of the atomic beam.
The divergence is generally caused by two main contributions to the atomic
transverse velocity: one is intrinsically possessed by the thermal atoms as
they exit the oven aperture; the second is induced by spontaneous emission
of photons with isotropic direction probability within the ZS path.
The first contribution is cured by focusing the ZS beam on the oven nozzle,
profiting of its off-axes ~k components. Experiments can also exploit couples
of counter-propagating laser beams transversally shined at the output of the
nozzle, as we do for Cr atoms in our setup. Further improvement is gained
by maximizing the solid angle subtended by the MOT volume by reducing
the ZS length. For this reason, both our Cr and Li ZS have a compact design,
with L ∼ 50 cm.
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The second contribution to the atomic transverse velocity is reduced by min-
imizing the distance d between the ZS output and the MOT. Here the atoms
move at the low final velocity vf , and hence accumulate the largest amount
of transverse path r⊥. Recalling that the number of photons absorbed by an
atom within the ZS is N(t) ' a(vi, vf )t/vrec, being vrec = h̄k/m the recoil
velocity, one has:

r⊥ = vtrans × td = vrec
√
N(t)× td =

√
vrecati × td

with ti =
vi − vf
a

; td =
d

vf

(2.3)

where ti is the time spent in resonance within the ZS. This estimate gives
a lower bound for r⊥: it does not take into account the initial transverse
thermal velocity, the transverse path accumulated within the ZS, and the
additional scattering of photons along the distance d, which is dominant in
a non-spin flip configuration.
Under this approximations, the maximum oven emission angle interested by
the MOT capture section of radius RMOT reads:

θ(vi) = arctan
RMOT − r⊥(vi)

L
for RMOT − r⊥(vi) > 0 (2.4)

Inserting Eq. (2.3) and Eq. (2.4) in Eq. (2.1) and integrating over all the
ZS velocity classes {vi}, one can give a rough estimate of the atom number
captured by the MOT as a function of the distance d.
Our experimental chamber is characterized by an uncommonly large radius,
see Sec. 2.1.3: even assuming a direct connection of the ZS output to the
cell, we would have d ∼ 15 cm. Comparing the expected captured flux with
respect to a more standard situation where d ∼ 8 cm, I could estimate a
reduction of the collected atomic fraction as large as ∼ 95%. For this reason,
I have decided to get rid of the spacing between ZS field and MOT field by
merging the two together, as anticipated in the introduction to this section.
I carried out the overall designing work starting from the determination of
the Cr ZS profile. This choice is due to the availability of an already existing
ZS for Cr atoms, that could be modified only to some extent, as explained
in the following.

Cr Zeeman slower

As already anticipated above, a non-spin flip design is of crucial importance
in the case of fermionic 53Cr. Indeed, at ∼ 25.4G the 53Cr hyperfine spec-



2.2. MAGNETIC FIELDS AND COILS ASSEMBLIES 51

trum is characterized by a so-called “bad crossing” [4]: namely, two states
adiabatically connected at zero field with |F = 11/2,mF = +11/2〉 and
|F = 9/2,mF = +7/2〉, respectively, become degenerate. This allows the
atoms to escape from the main cooling transition |F = 9/2,mF = +7/2〉 ←→
|F = 11/2,mF = +11/2〉 whenever a residual component of σ− light is
present within the ZS beam. Although this issue may be mitigated by ex-
ploiting high quality polarization optics, it will be a rather unavoidable prob-
lem: in fact, our ZS in-vacuum mirror will get coated by Cr atoms with time,
and therefore won’t ensure a perfect conservation of the light polarization.
Nevertheless, in our MOT-ZS merging configuration, the critical field region
is reached only at the very edge of the MOT capture volume, and eventual
losses can be hindered by finely increasing the MOT gradient.
Table 2.1 summarizes the parameters that I have chosen to design the ideal
Cr ZS profile.

vf 40m/s
vi max. 400m/s
L+ d 61 cm
δl −20 Γ
η ∼ 0.3
Bi 600G

Table 2.1: Design parameters for the ideal Cr ZS magnetic field curve. η and Bi are
derived from the above listed ones.

In order to reproduce such a profile, I made use of the first segment of an
already available spin flip ZS, whose sustaining structure has been already
presented in Sec.2.1. Five transversal discs welded to the holding tube define
four different decreasing coils (from left to right in Fig. 2.8). Each coil is
composed by continuously winded layers, with varying axial length such to
reproduce a conical shape. A small correction coil is also winded between
the first and the second coil from left, onto the outer surface. The exploited
enameled wire has a nominal diameter of 1.8mm. Each coil is equipped with
independent voltage contacts.
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Figure 2.9: Cr ZS field implemented in lab. Gray: ideal field profile; red: ZS optimized
coils profile (18A, 19A, 19A, 19A from left to right coils); brown: MOT profile along the
ZS axes; black: total ZS field profile.

Figure 2.8: Scheme of coils setup composing the CrZS. Histogram indicates the number
of layers at each position, in steps defined by the wire thickness. Dots reproduce the
experimental data taken at ∼ 5 A with a Hall probe, and rescaled to a current of 15 A
for the single (yellow) and total (blue) field. Solid lines (same color code) reproduce
theoretical field profile expected at 15A for an effective wire diameter as explained in the
main text.

[H]

First of all, I simulated the expected magnetic field along the ZS axis and
compared it with the actual field measured with a Hall probe. To obtain
a good matching, I increased the ZS wire diameter by a correction factor
(8.33 %) within the simulating model, accounting for winding packaging im-
perfections. The resulting theoretical profile (solid lines) is compared to the
experimental data (dots) in Fig. 2.8, yielding a satisfactory accord.

Second, I made use of the simulated curves to introduce a guess for the
MOT field profile that could optimize a smooth merging just upon adjusting
the ZS coils currents. The resulting MOT design, presented in Sec. 2.2.2,
was optimized to obtain a gradient of ∼ 20G/cm with less than 40A, which
is commonly exploited for Li MOT clouds.
The final matching configuration is reported in Fig. 2.9.
By performing a classical simulation of the average force experienced by the
traveling atoms, I checked the influence of the mismatch between the best
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final curve and the ideal one, which causes a non-constant deceleration along
the ZS path. Nonetheless, I obtained a value of the safety parameter η that
never exceeds 0.7, and a final velocity of 45-50m/s.

Li Zeeman slower

Once the MOT coils profile has been defined and optimized to merge the
Cr ZS, I identified an optimum configuration for the Li ZS. The ideal curve
characteristics are listed in Table 2.2. Rather than designing a ZS square-
root profile ending at the MOT center (gray curve in Fig. 2.10), I decided to
implement a two-sections profile: the first part is composed by the square-
root profile of the ZS coils (black), the second by the MOT field profile
(brown). To do so, I simulated the slowing effect of the MOT field alone,
starting from the decided merging point, and I extracted the maximum initial
velocity v′f that this field can capture and slow down to the desired ∼ 45m/s
range. I then designed the ZS coils curve such to yield v′f as a final velocity
in correspondence of the merging point.

vf 45m/s
vi max. 700m/s

L+d 61 cm
δl −18 Γ
η ∼ 0.3
Bi 750G

Table 2.2: Main design parameters for the Li ZS magnetic field curve. See main text for
solid curves color meaning.

Finally, I designed a set of ZS coils that could best reproduce the total
overall field. The resulting design is shown in Fig. 2.11. The Li ZS is
composed by 9 main coils, winded with a 0.8mm enameled wire20, separated
by 2 mm thick SS disks. All coils have a square section to simplify the
winding procedure, except for the first one that features a conical shape at
the outer layers, in order to increase the steepness of the field in the rising
region. Additionally, a small full conical coil is winded before the main 9

20Copper wire produced by Essex, specific for industry applications at high magnetic
fields and winding friction stresses: Magnetemp CA-200 Gr 2.
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Figure 2.10: Rather than corresponding to a ZS square-root profile ending at the MOT
center (gray curve in Fig. 2.10), the Li SZ overall profile is composed by two distinct
sections: a first one has a square-root profile, and is provided by the proper ZS coils
(black), the second section is directly by the MOT field profile (brown).

ones. Operating at an opposite current, this coil is optimized to cut the
rising field tail.

The expected axial field curve is also reported in Fig. 2.11 (solid blue
curve), and compared with the field measured with a Hall probe inserted
within the holding tube (blue dots). The discrepancy in the field intensity
may be ascribed to an imperfect probe orientation relative to the ZS axis, or
to a small discrepancy between the supply current and the theoretical one.
As for the Cr ZS, I simulated the ZS deceleration and efficiency, obtaining a
fluctuation of η between 0.3 and 0.45 along the ZS, and an expected output
velocity of 45-50m/s.
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Figure 2.11: Sketch of the coils structure (black histogram). Total simulated field (blue
solid curve) measured field (dots) at a current of 2A, not comprehensive of the contribution
of the first small conical coil, which got broken during the manufacturing process.

The coils are cemented by a mixture of resin glue (very resistant at high
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temperature) plus a flexibilizer21 that reduces the possibilities of cracks dur-
ing heating and long operation, able to resist at the typical baking temper-
atures.

2.2.2 MOT coils

The MOT coils and holding structure are designed in order to reproduce both
the radial field profile fixed by the merging configuration and the desired
gradients. The final products were manufactured by the German company
Oswald Elektromotoren GmbH, with the characteristics listed in Table 2.3.

Layers 2× 4
Loops 20

Current 37 A
Inner radius 72mm

Wire thickness 4mm + enamel
Relative minimum distance 15 cm

Table 2.3: Main design parameters for the MOT coils, corresponding to a final MOT
gradient of 20G/cm

Figure 2.12: CAD sketch of one MOT coil, provided by Oswald Elektromotoren GmbH.

The large radius dictated by the merging design imposes a large vertical
spacing between the two coils to reproduce a MOT anti-Helmholtz configu-

21Both glue and flexibilizer were delivered by Duralco.
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ration. The vertical position is anyway lower bounded by the large size of
the experimental chamber plus the thickness of the flanges of the re-entrant
windows. At these distances, on the order of 7.5 cm from the center plane,
the current required to obtain the required radial field in the merging region
(of the order of ∼ 200 G) can be very high, and the coils must be water-
cooled. For this reason, I opted to wind up the coils with a hollow core
copper wire, which enables a very efficient water cooling. The hollow core
wire has a square section22 to facilitate a compact winding.

Additionally, the manufacturer embedded the assembled coils within a
custom designed resin structure that self-constraints the coils and automati-
cally provides a sustaining frame, see Fig. 2.14. The resin protrudes inward
and outward along the coils radius; M6 holes are drilled within the exceeding
thickness to allow the insertion of SS threaded bars, which constraint in a
concentric position the two MOT coils, and also relatively to the Feshbach
coils, and will fix the whole system to the experimental table (see Fig. 2.18(a)
in Sec. 2.3.1 and text therein).

Fig. 2.14 also shows the water connectors assembly: each coil is composed
by a superposition of four two-layers sections, with an input and output
water connector at each section, to ensure a homogeneous water flow. All
sections are soldered in series, with two copper flags to serve as general
voltage connectors.

In order to test the final coils structure supplied by the manufacturer, I
measured and compared the magnetic field profile with the one expected by
the simulation. I did this both along the vertical and the horizontal direc-
tions, measuring the vertical field component with a Hall probe. Examples of
such characterizations are shown in Fig. 2.13(a) and (b). Apart from small
discrepancies between the amplitudes of the measured and simulated field
(see caption in Fig. 2.13), which I mainly ascribed to a mismatch between
the nominal and effective sensitivity featured by the Hall probe, I observed a
somewhat faster decay of the vertical field component within the horizontal
plain (see refFigMOTcomp(b), black dots) at large radial position with re-
spect to the simulated one (black solid line). I found that this discrepancy is
due to a thinner enamel layer thickness of ∼ 0.1 (yielding the red solid curve)
featured by the coils wire, with respect to the expected one, of 0.3mm. The
exact wire thickness and total MOT radius cannot be measured due to the

22The wire was supplied by the manufacturer. The wire has a thickness of 4 mm,
inclusive of insulating enamel, and a size of the hollow square section of 2.5mm.
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(a) (b)

Figure 2.13: Measured (points) and expected (solid curves) vertical field component
produced by one single MOT coil at 10A as a function of the probe vertical position along
the coil axial direction (the y-axis origin indicates the atoms plain position) (a), and as a
function of radial direction (the x-axis origin indicates the axial coil center) (a). In both
figures the black solid line corresponds to the field expected for a coil winded up with a
wire provided with a 0.3 mm enamel thickness. The final objects presented instead an
enamel thickness of ∼ 0.1mm. At this value, the behaviors exemplified by the red curves
are expected. The matching between the expected field amplitude and the measured one
was obtained allowing for a variation of the 10% of the probe gain.

resin encapsulation. Nonetheless a deviation within 2 cm of the total coil
radius is not expected to affect the efficient merging of the MOT field with
the ZS one.

The very large size of the coils implies a very large inductance. While this
helps to suppress high frequency noise on the field, it prevents a fast tuning
of the magnetic field during the experimental routine. To solve the issue, we
installed an insulated gate bipolar transistor system23 (IGBT) at the power
supply output, which enables to reduce down to ∼ ms the MOT switching
off time. We also implemented a magnetic field transducer circuit in series
to the coils, to create an input monitoring signal for a PID, which in turns
stabilizes the power supply output in voltage control mode. This reduces the
current fluctuations during fast ramps of the applied current, induced by the
L-C circuit composed by the power supply internal capacitors and the coils
themselves.

23Semikron, SKM400GAL12E4.
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2.2.3 Feshbach coils and water cooling structure

A pair of coils in Helmoltz configuration is required during the experimen-
tal cycle to create tunable homogeneous magnetic fields. This will allow
to search, pinpoint and exploit both inter- and intra-species Feshbach reso-
nances.

Layers 2
Loops 25

Inner radius 64mm
Wire width 3.5mm + enamel

Wire thickness 0.6mm + enamel
Relative minimum distance 66.7mm

Table 2.4: Main design parameters for Feshbach coils.

Figure 2.14: Photo of one coil produced by Oswald Elektromotoren GmbH, installed
within the water cooling case.

In order to obtain large magnetic fields with relatively low operation
currents, I decided to install the Feshbach coils as close as possible to the
atom position by exploiting the re-entrance of the top and bottom CF200
viewports presented in Sec. 2.1.3. The coils, also in this case manufactured
by Oswald Elektromotoren GmbH, are winded up with a flat ribbon-shaped
wire to allow a very compact design which ensures a free optical access to
the cell within a diameter of ∼ 10 cm.
The parameters of the designed coils are reported in Table 2.4 and they were
optimized to obtain homogeneous fields up to ∼ 1000 Gauss with less than
200A. As an example I report in Fig. 2.15 the Feshbach field profile obtained
at 130 A, and the relative potential curvature that I calculated for Li atoms
in the ground state. In order to check the vertical magnetic field produced
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Figure 2.15: (a): Magnetic field profile along radial direction on the atom plane created
by the two quasi-Helmoltz coils at 130A. (b): simulation of the potential energy felt by Li
atoms in the ground state (black) and parabolic fit (red). The parabolic approximation
is extremely good within ∼ mm from the center (typical cloud size are ∼ 102µm); the fit
curvature corresponds to ∼ 2.5Hz.

by the single coil close to the atom position, I recorded the signal yield by a
Hall probe sliding on a radially oriented guide guide placed at 2.9 cm from
the bottom surface of the coil, with the chip surface facing the coil plane.
Fig. 2.16 shows the comparison of the expected field with the measured
one for one single coil. The observed asymmetry, due to a slight but sizable
tilt of the sensor with respect to the coil axis, is well reproduced by the
simulation taking into account the contribution of both the radial and axial
field projections along the direction perpendicular to the sensor surface.

Together with the coils design, I projected a holding system that ensures
the concentricity of Feshbach and MOT coils and at the same time provides
the external water cooling of the Feshbach coils. Figures 2.17 shows the
housing structure of one single coil24: it consists of a toroidal case that forces
the coil in place both axially and vertically, thanks to inner protrusions.
The empty gaps between the protrusions drive the water flow, ensuring a
homogeneous cooling at standard water pressures and temperatures.
The outer dimensions of the case are such that the desired distance between
each Fesbach and MOT coil is obtained by directly fixing the latter one on top
of the case, see again CAD section of Fig. 2.5; amagnetic threaded rods are
inserted through the M6 holes drilled within the inward resin thickness of the
MOT coil, and screw the Feshbach case structure in place. The corresponding
set of threaded M6 holes drilled onto the top surface of the case is visible in
figure 2.17(a).

24The housing was realized by the external company RMP.
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Figure 2.16: Measured (dots) and calculated (solid line) vertical field component along
the radial direction created by one single coil at 2.9 cm from the bottom surface of the
coil, at a current of 10A. The calculation takes into account the non-zero sensor tilt with
respect to the vertical axis.

Two amagnetic 316LN SS threaded rings are housed at the inner and external
perimeter of the toroidal case, and serve as plate nuts for the amagnetic
316LN screws that seal the case.
The cases are realized in peek material, a plastic commonly used for industrial
applications; such a material combines good resistance to heating, strains and
bending, with small weight and complete insensitivity to magnetic fields. The
technical drawing of the object is reported in Appendix B.

2.3 Final setup assembly and vacuum prepa-

ration

In this last part of the chapter I describe the final assembly work of the vac-
uum setup described in the previous section.
A first part of the section presents the mechanical structure that holds the
setup in place on the optical table, and that allowed for a step-by-step as-
sembly of the apparatus.
A second part describes the so called pre-pumping and bake-out procedure,
namely the procedure that is needed to create the vacuum within the machine
for the first time. This was also done in steps, in parallel to the assembly
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(a) (b)

Figure 2.17: (a): top view of the water cooling case of the Feshbach coils; M6 holes for
mechanical holding and M10 holes for water connectors are shown. The outer SS sealing
ring is also visible. (b): cup and lead, open; the photo shows the external and internal
o-ring, and the inner peek protrusions which keep the coil in place and drive the water
flow.

work, as further explained in the following.

2.3.1 Vacuum setup holding structure

The complete vacuum setup that I have described so far must be positioned
onto the dedicated table, at the desired high. To do this I designed and built
a structure made of aluminum Bosch profiles, that serves to sustain both the
vacuum apparatus and six optical breadboards, see again Fig. 2.1(a).

The structure is mainly divided in three independent parts: two of them
support the ovens sectors, from the heated reservoir up to the gate valve; the
third part holds instead the six custom optical breadboards that surround
the experimental chamber. The shape of each breadboard is optimized to
lay as close as possible to the chamber. This has two advantages: it provides
a working surface for a close optical access, and it allows to clamp all the
vacuum components that are protruding from the experimental cell (Cr and
Li ZS, pumping CF63 cross, Cr in-vacuum mirror chamber).

Due to its significant weight, the system composed by the experimental
chamber plus MOT and Feshbach coils is furthermore sustained by an in-
dependent holding structure. The structure exploits the narrow ring of cell
surface left free by the bottom re-entrant window flange, as shown in Fig.
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2.18(a): two 8mm thick SS forks are introduced under the cell to reach this
free surface, the two forks are then connected to 350 mm long SS legs of
3.81mm diameter 25, clamped to the table.

Figure 2.18: (a): one of the two SS forks that are introduced below the cell, and the
system of rods and spacers that clamp the two MOT coils together but maintaining the
relative distance fixed. (b): one of the 3 coils legs, fixed by means of the threaded rod to
the horizontal SS bar and thus to the MOT coil.

The Cr and Li oven sections are instead held by a simple structure com-
posed by four Al frame legs and by additional horizontal frame bars which
block the vacuum components at the desired height. The vertical and hori-
zontal frames are visible in Figs. 2.1, 2.3 and 2.4, respectively.

In order to install the whole vacuum apparatus, we first positioned the
cell onto the two dedicated sustaining system at the center of the table, and
surrounded it with the main frame structure and the breadboards. We pro-
ceeded by connecting to the cell the in-vacuum mirror chamber, the pump
cross, and the two ZS plus the differential pumping stages. We then fixed
all these protruding elements to the breadboards in order to completely con-
strain the cell.
At a later stage, we matched the previously assembled and independently
hold Cr and Li ovens sections together with the central setup section. In
doing this, the presence of the bellow at the junction point between the
differential pumping stages and the oven gate valves has been of extreme im-
portance to reduce the stress applied to the junction in case of slight relative
misalignment.

25By Thorlabs.
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Finally, we installed the top and bottom MOT plus Feshbach case struc-
tures around the experimental cell. The two structures are kept at the correct
relative spacing by a system of nuts plus counter-nuts along the six threaded
rods inserted within the resin outside thicknesses. Large amagnetic bars hor-
izontally connect the rods in pairs, preventing any angular torsion, see again
Fig. 2.18(a). Three of the rods are prolonged downwards below the cell, and
are screwed into further three 3.81mm SS legs, see Fig. 2.18(b). Each leg is
then fixed to the table. In this way, the whole coils system is independently
held on these three legs, suspended around the experimental cell.
In order to install the coil system at the desired distance with respect to the
re-entrant top and bottom windows, I designed Al spacers to be temporarily
introduced between the bottom MOT coils and the bottom window flange to
adjust the three legs at the right height. Other dedicated spacers were then
placed onto the top flange surface. The second coils structure was inserted
from top and laid onto the spacers; the nut plus counter-nuts system could
then be tightened at the correct final position.

2.3.2 Pre-pumping and bake-out procedure

The pumps installed on the apparatus can be safely activated only at a
pressure lower than ∼ 10−7 mBar. In order to reach this starting pressure it
is necessary to first evacuate the setup by means of a pre-pumping system,
composed by Turbo pumps and dry scroll pumps26.

The vacuum setup is designed such as to allow a temporary connection
to the pre-pumping system in correspondence to each of the installed pumps:
referring to the overview in Fig. 2.1, it is possible to recognize the presence of
an all-metal angle valve27 at both the Cr and Li oven chambers, on top of each
of the differential pumping stage cubes, and on top of the CF63 cross where
the D500 is installed. This arrangement ensures a homogeneous pre-pumping
of the apparatus, and it guarantees optimum operation starting conditions
for the ion-pumps and the NexTorr pumps. An all-metal angle valve is also
present at the chamber hosting the in-vacuum Cr mirror. This guarantees a
connection to the pre-pumping stage and a good vacuum conductance flow

26Varian Technologies.
27CF40 valves: MDC model MAV-150-Vand. CF63 valves: Varian Technologies model

9515032.
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also in this area. Moreover, it will enable in the future to re-establish UHV
conditions after replacement of the in vacuum mirror.

Assuming a correct activation of all pumping stations, I estimated that
the overall ion and NEG pumps system installed on the apparatus could en-
sure a final pressure of ∼ 10−11 ÷ 10−12 mBar within the experimental cell.
Standard vacuum pressures are lower limited at ∼ 10−12mBar by outgassing
of H and H2 from the SS walls of the apparatus itself. Indeed, these gases
are so light that any pumping method is quite inefficient, although NEG el-
ements have better performances relative to standard ion-pumps.
Besides H and H2, many other atoms and molecules are outgassed from the
SS surfaces (O2 in primis, H2O, etc.), and they all contribute with even higher
partial pressures than the ones of H and H2. Furthermore, any residual depo-
sition (especially organic deposition) onto the apparatus inner surfaces may
release material during operation, preventing the pressure to reach the de-
sired UHV level.
For these reasons, the pre-pumping procedure needed for the first vacuum re-
alization must be combined with a so called bake-out of the system: namely,
the setup must be constantly and homogeneously kept at the highest allowed
temperatures during the pre-pumping in order to enhance the background
molecules mobility, as well as the outgassing of the materials and the chem-
ical decomposition of any organic residual.
Unfortunately, maximum temperatures are in general limited below 200° by
of the presence of delicate vacuum elements, such as optical viewports: in
these element the glass is welded to the SS flange by means of heating tech-
niques28, if the bake-out temperature is higher than the fabrication one, the
glass starts to tilt or even leak. The efficiency of the bake-out procedure at
these relative low temperatures is compensated by prolonging the procedure
for longer time. Nonetheless, standard limits due to H and H2 outgassing
would require unfeasible timescales to be exceeded.

In order to speed up the bake-out and at the same time minimizing the H
and H2 outgassing, I decided to operate a four days long pre-assembly baking
of each single vacuum component separately, exploiting an under vacuum
HT-oven. Most of the vacuum components have been chosen to be entirely
made of SS: in these cases I could safely apply bake-out temperatures29 up to

28Typically a metal powder is placed at the contact perimeter between a metal ring and
the glass, and the whole object is then heated at ∼200° to let the powder melt and join
them together. The metal ring it then soldered to the flange.

29SS can bare up to a maximum temperature of ∼450°: beyond this threshold the alloy
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400°. Under these conditions the decided timescale of 4 days is the minimum
one that is expected to push down the boundaries of UHV-pressures due to
Hydrogen outgassing in SS [87–89]. Nevertheless, many parts were baked out
at lower temperatures due to their composite structure (viewports, bellows
and gate valves, the Li shutter and the Zeeman slower coils).

After this pre-bake-out stage, we proceeded by assembling the three main
apparatus subsections as previously described; we then pre-pumped and
baked them independently for circa 10 days. This intermediate stage permit-
ted to test the sealing of the most of the vacuum junctions. The bake-out
temperature was maintained by wrapping the assemblies with flexible heating
tapes, and insulating them with Al foil. After having connected the three
sections together, we proceeded with a second and final pre-pumping and
bake-out stage of the overall apparatus for circa 15 days.

The final pressure obtained within the experimental cell is confirmed to
be lower than ∼ 10−11 mBar, below the reading range of the UHV pressure
gauge installed at the cell.

starts to suffer from local modifications.
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Chapter 3

Optical setup

This chapter illustrates the optical setup exploited to laser cool and trap Li
and Cr atoms.
The chapter is structured as it follows. Sec. 3.1 introduces the spectroscopic
properties of the Li and Cr isotopes considered in this work, namely the
fermionic 6Li, bosonic 52Cr and fermionic 53Cr, respectively.
Sec. 3.2 reports on the optical scheme and laser locking system that I de-
signed and implemented to laser cool 6Li atoms. Sec. 3.3 describes the
scheme and locking system exploited for the main cooling transition of both
52Cr and 53Cr isotopes. The design and implementation of this setup was
realized in parallel to my work on the Li optical setup implementation.
Aside for the main cooling transition of Cr, at about 425 nm, the presence
of metastable D states in the Cr atomic spectrum requires the use of two
further red repumper laser lights. Sec. 3.3 illustrates the setup implemented
to frequency lock these additional lights, running at 663 nm and 654 nm,
respectively.
Sec. 3.4 gives an overview of the optical setup on the experimental table,
detailing the beam paths implemented for the ZS and MOT lights of both
species around the experimental chamber, together with the imaging beam
setup.
Finally, Sec. 3.5 illustrates the main designing feature and the final optical
setup of the high-power bichromatic optical-dipole-trap (ODT) exploited to
trap and evaporatively and simpathetically cool Li-Cr mixtures. The charac-
terization of the high-power induced thermal lensing effect on the position of
the ODT beam waist is the subject of the work of Ref. [5], which is reported
in Appendix C. The ODT and the repumper laser lights setups were realized
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in parallel during my last months PhD activity within the lab.

3.1 The chromium and lithium atoms

While laser cooling and trapping techniques are well established and rela-
tively easy to implement for Li atoms, the very rich electronic structure of
Cr atoms requires a challenging optical scheme, especially for the case of the
fermionic isotope.
I present here in the following the main physical properties of the atomic
species treated in this work in view of the laser cooling and trapping tech-
niques that we exploit within our experimental routine.

The chromium atom

Chromium

Isotope 52Cr 53Cr 50Cr 54Cr

Nuclear spin 0 3/2 0 0

Abundance 83.789(18) 9.501(17) 4.345(13) 2.365(7) %

Table 3.1: Properties of Chromum isotopes [90].

Cr has four stable isotopes, listed in Table 3.1. Fig. 3.1 shows the electronic
level structure of the two isotopes of interest for our study, namely the most
abundant bosonic isotope 52Cr and the fermionic 53Cr.
The laser cooling light addresses the |S3〉 → |P4〉 transition, which is char-
acterized by a wavelength of 425.553 nm and a natural linewidth of 2π ×
5.06MHz. In the case of fermionic 53Cr, featuring a non-zero nuclear spin, see
Table 3.1, the specific hyperfine cooling transition is |F = 9/2〉 → |F ′ = 11/2〉.
As shown in Fig. 3.1, the hyperfine structure of 53Cr encompasses about
∼ 1 GHz wide spectral region for the |S3〉 state, and a < 200 MHz wide
region for the |P4〉 state. This allows to exploit the same laser sources for
both isotopes, while suitably tuning the frequencies by means of acusto-optic
modulators (AOMs).
In the case of 53Cr, the non-zero probability to excite higher-lying hyperfine
states during the cooling cycle requires at least two additional blue repumper
lights, as reported in previous studies of this Cr isotope [4]. These transitions
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Figure 3.1: Fine and hyperfine electronic structure of 53Cr. Hyperfine splitting values
taken from [4].

are indicated in Fig. 3.1 as R1 and R2, respectively. In particular, the R1
repumper light is fundamental to ensure an efficient Zeeman slowing of the
atoms due to the ”bad crossing” between the excited levels |F ′ = 11/2〉 and
|F ′ = 9/2〉 expected at a magnetic field of ∼ 25.4G, as already discussed in
Ch. 2.
Contrarily to the most familiar alkali species, both 52Cr and 53Cr MOTs
features strong two-body losses, mainly induced by photon-assisted inelastic
collisions. In particular, Refs. [91,92] reports a measure of the two-body loss
rate parameter on the order of 10−9 cm3s−1 for both the bosonic and the
fermionic isotopes. This value is about two order of magnitude higher with
respect to the typical values found in for alkalis MOTs.

Chromium levels

Level J gJ |µ|
7S 3 2.00 6µB
7P 4 1.75 7µB
7P 3 1.92 5.8µB
5D 4 1.50 6µB
5D 3 1.50 4.5µB

Table 3.2: Properties of the main Cr atomic energy levels of Cr. Data are taken from
Ref. [4].
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An additional issue that differentiates the laser cooling of Cr from alkali
atoms owes to the fact that atoms in the excited |P4〉 state can radiatively
decay also into the |D3〉 and |D4〉 states. The associated decay rate to the
|D3〉 (|D4〉) state is γD = 42 s−1 (127 s−1). These states are metastable,
and feature lifetimes exceeding several tents of seconds [4]. Owing to their
large dipolar magnetic moment (see Tab. 3.2), these states can remain mag-
netically trapped within the MOT quadrupole gradient. This is extremely
advantageous, since atomic clouds much larger than those collected in the
MOT can be efficiently produced in the magnetic quadrupole, thanks to
the fact that metastable states are not affected by the cooling light, and
they are hence immune from light-assisted collisions. From these metastable
states, the atoms can be repumped back into the cooling cycle by addressing
the inter-combination repumper transitions |D3〉 → |P3〉 (653.973 nm) and
|D4〉 → |P3〉 (663.973 nm).
For a thorough characterization of the decay rates of the MOT atoms into
the |D〉 states, as well as the two-body scattering properties of these states
within our experimental platform I also refer to Ch. 4.

The lithium atom

Lithium

Isotope 7Li 6Li

Nuclear spin 0 1/2

Abundance 92.41(4) 7.59(4) %

Table 3.3: Properties of lithium isotopes [90].

Lithium possesses only the two stable isotopes listed in Table 3.3: the most
abundant bosonic 7Li, and the fermionic 6Li. Our optical setup is designed
to cool and trap 6Li, whose level scheme is reported in Fig. 3.2. The
cooling transition is based on the so called D2 line, |S1/2〉 → |P3/2〉, char-
acterized by a wavelength λD2 = 670.977 nm and a natural width Γ =
2π × 5.87MHz. In particular, the hyperfine cooling transition of interest is
|F = 3/2〉 → |F ′ = 5/2〉.
Due to the relatively small excited state hyperfine splitting smaller than Γ,
the cooling light can populate higher excited hyperfine substates, which can
de-excite into the hyperfine ground state |F = 1/2〉. To bring the atoms
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Figure 3.2: Lithium fine and hyperfine splitting electronic scheme. Cooling and re-
pumper transitions for both D1 and D2 spectroscopic lines are indicated by solid and
dashed lines respectively. Hyperfine shift values taken from [83].

back into the cooling cycle, we therefore need a repumper light, addressing
the |F = 1/3〉 → |F ′ = 3/2〉 transition.
In addition to the D2 line, our loading routine also exploits a gray-molasses
cooling stage based on the D1 transition |S1/2〉 → |P1/2〉. This technique was
first applied to 6Li in the work reported in Ref. [93], where it was demon-
strated that the D1 cooling stage enables to reduce the MOT cloud temper-
ature down to ∼ 50 µK.
I refer to Ch. 4 for the characterization of our Li MOT cloud, as well as for
the optimization of the D1 cooling stage.

Lithium levels

Level J gJ
2S 1/2 2.0023
2P 1/2 0.6668
2P 3/3 1.335

Table 3.4: Main Li atomic energy levels [83].
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3.2 Lithium laser system

Figure 3.3 shows the block scheme of the laser setup that I designed and
implemented to (i) slow and collect the thermal Li atoms within the MOT,
and (ii) further cool them via gray-molasses techniques [93].

Laser sources
TApro

Spectroscopy
breadboard

Amplification
stage

BoosTA

Lights
preparation

D1 light

D2 light

Cooling
light

Repumper
light

To ZS &
zero-field imaging

To MOT
x, y, z

Laser table

Cooling
light

Repumper
light

Figure 3.3: Sketch of the lithium optical setup main structure.

Two commercial master lasers1 at 671 nm provide independent laser
sources for the D1 and D2 atomic transitions. The two laser lights are over-
lapped on a beam splitter cube, so to follow the same optical path: two
AOMs are therefore used prior to the mixing cube as fast shutters to select
the desired light during the experimental cycle.
The beams delivered by the master lasers are split into a repumper and a
cooler laser beam, which are independently amplified by tapered amplifiers
(TA)2. The two lights are recombined within two common paths which pre-
pare the MOT and ZS beams, respectively. The ZS light is also exploited for
zero-field absorption imaging in a switch configuration. The lights are then
brought onto the vacuum table by means of five polarization maintaining
(PM) fibers.
A dedicated breadboard hosts both the amplification stage and the lights
preparation stage. Two pickup beams exiting the main laser sources are sent

1Toptica TA Pro.
2Toptica BoosTA.
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to a laser locking setup onto a dedicated breadboard.
The description of each block composing the optical setup is detailed in the
following.

3.2.1 D1 and D2 laser sources and lights preparation

Figure 3.4: D1 and D2 laser light sources setup.

Fig.3.4 shows the main D1 and D2 sources optical setup. The two +80MHz
single pass AOM exploited as fast shutters are visible in figure.
The two main beams are prepared with relative orthogonal polarization; this
allows to recombine them onto a polarizing beam splitter (PBS) cube (1) and
to couple them into the same optical fiber: from this point on, therefore, D1
and D2 lights follows the same paths.
The same combining method is applied to the D1 and D2 spectroscopy beams,
which are collected before the two shatter AOMs and recombined onto PBS
(2) and injected into a common fiber. Fig. 3.5 shows the setup dedicated
to the amplification stages and to the splitting into the subsequent paths for
ZS, imaging and MOT lights. The first PBS plus waveplate system at the
fiber output (1) splits both D1 and D2 light into a cooling and repumping
optical path with a ∼ 50− 50 ratio.
The paths are composed by two double pass AOMs, centered respectively at
2× 80MHz (2) and 2× 200MHz (3) and adjusted to yield a relative shift
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Figure 3.5: Optical setup for amplification and preparation of ZS, MOT and zero field
imaging lights, both for the cooing and the repumping frequency.
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of ∼ 228 MHz, matching the hyperfine splitting of the Li level system, see
again Fig. 3.2. The double pass configuration allows for the fine frequency
tuning of the laser light while not causing beam misalignment.
The cooling and repumping lights are then independently injected into the
Toptica BoosTAs, eventually passing through shaping optics. Owe to the
fragility of the BoosTAs chip against long zero-current holding time3, the
amplifiers are injected overnight at low seeding current (∼ 300 mA). For
this reason I have built and set an interlock system which monitors the TAs
seeding and switch them off in case of too low power injection4.
The amplified lights are again recombined on a 50-50 non-polarizing BS,
marked as (4) in Fig. 3.5: half of the power is exploited for the ZS and
zero-field imaging, the other half for the MOT beams.

During the MOT loading, the ZS single pass AOM (5) is set to about
−100MHz and injected into the ZS fiber (6). In front of the fiber, a home-
made shutter composed by two blades spaced by about 100µm is placed into
the focus of a cylindrical telescope. In case the ZS AOM is set to −125MHz,
the beam is instead coupled to the zero field imaging fiber (8). Spurious light
injected into the ZS fiber during the imaging routine is stopped by the blade
shutter. The imaging light is brought onto a small breadboard placed above
the optical table and not shown in Fig. 3.5. Here an AOM in double pass
allows frequency tuning of the imaging light.
The MOT light is simply split in the three separate beams by means of two
PBS, indicated as (9) and (10) in Fig. 3.5.

Figure 3.6: Schematic view of the different frequency detunings exploited for D2 laser
cooling. The D1 scheme differs only for the value of the spectroscopy AOM frequency, set
to 2 × 100 MHz. This value allows to tune the D1 cooling and repumper frequencies on
the blue side of the resonance, as required by the gray molasses technique [93].

3This issue only pertains to the new generation of Toptica chips at 670 nm, and it is
likely related to water condensation onto the chip surface when the diode is not powered.

4The interlock setup is based on an ARDUINO platform.
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The overall AOM frequency scheme relative to the Li optical setup is
shown in Fig. 3.6. The D1 and D2 laser lights are frequency locked by
means of a modulation transfer spectroscopy (MTS) scheme. This technique
exploits a standard saturated absorption setup, where a modulation is added
to one of the two counter-propagating beams. The modulation introduces
two frequency sidebands around the carrier frequency, that owing to the in-
teraction of the light with the atomic sample within the spectroscopic cell are
transferred from one beam to the other (four-wave mixing -FWM- process).
The two sidebands create a beat signal on a probe photodetector that is an
odd function of the detuning between carrier and resonance frequencies. As
a consequence, this technique provides a dispersion signal that has a zero
crossing in correspondence of the matched resonance, featuring a slope that
depends on the resonance linewidth.
MTS is a well established technique and holds on textbook theory: I refer to
Ref. [94] for an extended review on the MTS and FWM process.

3.2.2 Locking scheme and design of the spectroscopy
cell

Figure 3.7(a) shows a sketch of the apparatus MTS optical setup: a PBS
(1) at the fiber output produces the probe and pump beams, respectively;
an electro-optic modulator (EOM) is introduced within the pump path (2)
and phase modulates the light at 12.5 MHz. The pump and the probe
beam overlap within the spectroscopy cell, where effused Li atoms transfer
the frequency modulation to the probe light. Pump and probe beams are
characterized by a 1/e waist of ∼ 1mm, and a power of ∼ 2mW and ∼ 1mW ,
respectively.
The feedback signal sent to the master laser is processed by a FPGA-based
heterodyning and PID electronics 5.
In figure 3.7(b) I show an example of the D2 sub-Doppler spectroscopy signal
that I could obtain with this setup (or a detailed overview of D1 and D2
spectroscopy signals see, e.g., Ref. [82]).
Along the pump and probe common path, a double-pass AOM (3) operating
at +2 × 140 MHz (+2 × 100 MHz) sets the frequency detuning of the D2
(D1) master laser with respect to the atomic resonance, see again Fig. 3.6.

5DigiLock 110 from Toptica
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Figure 3.7: (a): Optical setup for laser locking. The scheme is analogous for the D2 and
D1 laser lights, the only difference being the AOM frequency. (b): saturated absorption
signal (black) and the MTS signal (blue).

Figure 3.8: Spectroscopy vacuum cell. In photo it is visible the long flexible tube which
connects the cell to the pre-pumping system.

The custom spectroscopy cell that I designed6 is shown in Fig. 3.8. It is
composed by a SS tube, ended on both sides with CF40 uncoated standard
Kodial viewports7. A reservoir is welded to the main body of the cell and
contains the Li sample; an additional CF16 flanged arm protruding upwards
connects a pressure measuring gauge8 and an all-metal angle valve. The
reservoir is heated up by a Mibend metal heating ring.

In order to fill the Li into the reservoir avoiding the rapid oxidation of
the sample, I inflated the cell with a continuous flux of Ar. The overpressure

6Manufactured by the company Mori Meccanica.
7Borosilicate glass. The viewports are not installed at the Brewster angle.
8Pirani capacitance diaphragm gauge, from Varian Technologies. It is a rough pressure

gauge able to measure from ambient pressure to 10−4 mBar.
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of Ar reduces the interaction of Li with air, allowing to safely brake the glass
vial containing the solid Li and to fast insert the Li into the reservoir. After
this step I quickly connected the system both to a leak-valve and to a pre-
pumping system by means of a tee vacuum junction. The leak-valve9 serves
to introduce a controlled amount of Ar within the cell. I activated the pre-
pumps and removed all residual air within the cell, reaching the pressure of
∼ 10−7mBar; afterwards I slowly released Ar inside, without overloading the
pumps, and let the Li evaporate within the cell. With a preliminary optical
setup, I monitored the quality of the signal as a function of the Ar pressure
and of the reservoir temperature. The optimal signal was recorded at an Ar
pressure of ∼ 10−1mBar, and at a reservoir temperature of ∼200°.
The Ar pressure reduces the collisional broadening of the spectroscopy line by
hindering Li-Li collision events. Furthermore, it reduces interactions between
the Li atoms and the cold inner surfaces of the cell, thus avoiding both a
loss of lithium due to condensation and the coating of the viewports. The
viewports are heated up at ∼80° by Miband heaters to further reduce the
coating process.

3.3 Chromium laser system

Our 425 nm laser setup is based on the scheme illustrated in Fig. 3.9. The
blue 425nm light is generated from a 850nm laser source by means of a home-
made frequency doubling stage. The breadboard dedicated to the source
setup also hosts the frequency locking system.

Since we wanted our setup to be exploitable for manipulating both the
bosonic and the fermionic Cr isotopes. To this end, the main source beam is
immediately split into a cooling light plus the two repumper lights R1 and
R2. The repumpers frequencies are set by a system of double pass AOMs
which can be eventually disabled when working with the bosonic isotope.
The cooling and repumper beams are then recombined onto a PBS, and from
here on follow the same path. Here, the light is split into transverse cooling
(TC), MOT and ZS beams. The lights are brought to the vacuum table by
means of PM fibers.
The absorption imaging light is collected from the TC beam directly on the
vacuum table.

9Agilent Technologies.



3.3. CHROMIUM LASER SYSTEM 79

Figure 3.9: Block scheme of our 425 nm laser light optical setup.

A more detailed description of each building block of the Cr optical setup is
discussed here in the following.

3.3.1 Blue laser source and lights preparation
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Figure 3.10: Master source setup for 425 nm laser light.

The main source of blue light in the experiment is provided by a home-made
optical setup. As shown in Fig. 3.10, this is composed by a master diode
laser at 850 nm, a TA system, and a frequency doubling cavity, both home-
made.
The master source is a commercial Toptica DL yielding an output power of
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∼ 35 mW . A first PBS selects 28.5mW to be injected into the TA system.
The remaining optical power is exploited for frequency monitoring through
a wavemeter.
The TA system is composed by a TA chip, fixed a home-made Cu support
that is housed within an Al case. A half-inch collimator lens is placed at the
TA input. Typically, the TA is operated at 4.6A at a constant temperature10

of ∼ 30°, and it yields an output power of ∼ 2 W . The outgoing beam
is strongly astigmatic, with a fast divergence on the horizontal plane. A
Schäfter-Kirchhoff collimator, installed at the TA support output, collimates
the beam on the horizontal axis. A cylindrical telescope, the first lens of
which is hold within a fine-tuning (x, y) kinetic holder, collimates the vertical
axis and adjusts the beam aspect ratio to about 1. A > 38 dB isolator11

is placed after the cylindrical telescope to protect the TA from backward
reflections.
The beam is then directly injected into the cavity. The relative distance
between the cavity input and TA output has turned out to be crucial for an
optimal cavity mode matching: this is due to the strong mismatch of the
amplified beam with respect to a TEM00 mode, and to its rapid evolution in
space. A previously adopted solution included a high-power PM fiber that
filtered the TA output beam. Nonetheless, the same matching problem was
there affecting the fiber coupling efficiency, and the total power loss turned
out to be less advantageous than the direct injection of the beam into the
cavity.
The cavity has a bow-tie configuration, where the infrared running wave
propagates within a BBO (barium borate) crystal and it undergoes a second
harmonic generation process. This yield a 425 nm output beam with an
overall typical conversion efficiency of 40%, corresponding to ∼ 600 mW of
blue light power.
The cavity is locked with a Pound-Drever-Hall (PDH) technique, by applying
a 25 MHz modulation to the laser master current. The feedback signal is
sent to the voltage-control of a piezoelectric crystal installed behind one of
the cavity mirror holders.
The overall Cr laser source was designed and implemented in parallel to my
work within the laboratory. Despite some modification to the design added
so far, I refer to the works [95,96] for a thorough description of the doubling

10Thorlabs, laser-diode/temperature controller ITC4005.
11Linos, Fi-850-5LPVC.
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Figure 3.11: Optical scheme exploited for 52Cr and 53Cr laser cooling. The R1 and R2
repumper paths are indicated by dashed lines.

cavity and of the TA setup.

The cavity output beam is directly sent to an adjacent breadboard, where
it is split into TC, MOT and ZS lights as shown in Fig. 3.11.
The repumpers beam path is indicated by dashed lines and consists of two
double pass AOMs in a cascade configuration: the first −140 × 2 MHz fre-
quency shift sets the frequency of the R1 repumper; a portion of the obtained
light undergoes an additional shift of −120×2MHz to reach the frequency of
the R2 transition. This method avoids the need of high operating frequency
AOMs, and it minimizes power losses.
The two repumper plus cooling lights recombine on the PBS indicated in
red in Fig. 3.11. The waveplates system also indicated in red is set in a
50-50 power partition configuration. In this way, the three lights maintain
the same relative power ratio all over the following paths and feature the
same polarization.
TC and MOT lights frequencies are set by a double pass AOM, while the ZS
light frequency is set by a single pass AOM. The original beam waist at the
setup input is such to guarantee a good diffraction efficiency for a 80 MHz
AOM (TC, MOT, ZS). Further beam shaping is needed on the repumpers
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(a)

(b)

Figure 3.12: Schematic view of the frequency detunings for 52Cr (a) and 53Cr (b).
Laser locking frequencies differ for the two isotopes (black lines). Arrows show the AOM
frequency shifts exploited to prepare ZS, TC and MOT lights.

path, where the exploited AOMs are 110MHz- and 100MHz-centered (R1
and R2, respectively).

The overall frequency shifts schemes implemented for 52Cr and 53Cr are
sketched in Fig. 3.12(a) and 3.12(b), respectively: cooling frequencies are
indicated by solid lines, while R1 and the R2 repumper frequencies are in-
dicated by dashed and dot-dashed lines, respectively. The locking point of
the laser light (black solid lines) depends on the isotope. Two independent
AOMs are indeed used within the locking setup exploited for 52Cr and 53Cr,
as further detailed in the next section.

3.3.2 Blue light laser locking

The locking system of the blue light (Fig. 3.13) is very similar to the one
applied to the Li laser system: also in this case we make use of an MTS
scheme, where an EOM generates a 12.5MHz modulation frequency on the
pump light. Also in this case the error signal elaborated by a DigiLock 110
by Toptica.
The frequency locking point of the laser light with respect to the spectroscopy
signal is set by tuning the frequency of the AOM placed along the common
path of the pump and probe beams. We apply two different AOM schemes
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Figure 3.13: Blue laser light locking scheme. The single pass AOM exploited for the
fermion is indicated by a dashed line.

for the boson and the fermion: the boson locking point is set −2× 95MHz
away from the boson atomic resonance; a single-pass AOM sets instead the
fermion locking point at +90 MHz from the same reference (see again Fig.
3.12(a) and (b)).

Owing to the very high temperature required by Cr to sublimate, it is
not possible to exploit in this case a home/madespectroscopy cell based on a
heated reservoir. We use instead a commertial hollow cathode lamp (HCL)12.
The lamp is shown in Fig. 3.14: it consists of a vacuum tight glass cell, where
a feedthrough enables the supply of a system composed by a central cathode
and two lateral anodes; cathode and anodes are placed in line and have a
ring shape to enable the axial propagation of the laser light. The cathode
is coated with a thick Cr layer, while the glass is filled with Ar. When
a voltage is applied to the poles, the Ar get ionized, and the heavy ions
accelerate towards the cathode, where they impact releasing Cr atoms and
ions from the coating. A Cr plasma is thus formed around the cathode, with
a density and distribution which depend on the applied voltage. In our case,
we work at an intermediate voltage corresponding to ∼ 15mA. A fraction of
the plasma is composed by Cr atoms in their ground state that allow a 425nm
spectroscopy signal lo be detected through the standard MTS method. The
signal is quite weak, and it requires an active filter stage at the input of the
DigiLock electronics for a good locking stability.

12Madatec.
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Figure 3.14: Hollow cathode lamp.

3.3.3 Red repumpers locking system

As illustrated in Sec. 3.1, we make use of two red laser lights to address the
repumper transitions |D3〉 → |P3〉 and |D4〉 → |P3〉. These additional lights
are provided by two DL Pro Toptica lasers operating at 654nm and 663nm,
respectively. To frequency lock the lasers, we first tested an FMT scheme
on the hollow cathode lamp. Unfortunately, due to the very wide spectrum
of populated high energy atomic and ionic states, we could not observe any
spectroscopy signal within this spectral region.
As an alternative, we decided to lock the two lights on the Li spectroscopy
reference by means of a transverse cavity scheme. The method relies on the
locking of a primary cavity mode to a frequency reference, and the locking
of the laser frequencies fi to secondary cavity modes at a distance which is
a multiple of the cavity free spectral range. The relative proximity of the
Li spectroscopy reference to the two red repumpers frequencies on the order
of 1 THz scale, justifies the use of a standard (non-ULE) resonator as our
transfer cavity.
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Figure 3.15: Confocal transfer cavity scheme. One odd cavity mode (red line) is locked
to the reference frequency; the repumper fRi (dashed line) is locked to a secondary cavity
mode. The mismatch between fRi and next cavity mode is compensated by a double pass
AOM. Odd (even) modes are indicated by solid (dotted) lines.

We exploit a single transfer cavity to lock both 654 nm and 663 nm
lights. The cavity is a commercial Fabry-Pérot (FP) resonator13 of length
L = 5 cm, with free spectral range ∆FSR/2 = c/4nL ' 1.5 GHz, being n
the medium refractive index. The resonator features a resonance full-width-
half-maximum (FWHM) of 6.5(6)MHz, corresponding to a cavity finesse of
230(20). The cavity structure is realized in Invar, a Fe-Ni alloy with very
low thermal expansion coefficient α ' 10−6 K−1.
The cavity is in confocal configuration, for which all modes with same parity
are degenerate. The Li reference frequency is locked to the odd mode laying
close to the zero offset voltage settings for the cavity piezoelectric crystal;
the f654 and f663 resonance frequencies are then experimentally found close
to two even cavity resonances, as sketched in Fig. 3.15. For each laser, we
compensate for the relatively small frequency mismatch between fi and the
selected mode with a double pass AOM. The relative radio-frequency shifts
correspond to −2× 210(3)MHz and −2× 216(2)MHz for the 663 nm and
654 nm laser lights respectively.

The cavity modes stability is mainly affected by thermal induced defor-
mations of the cavity optical elements. A shift of the Li reference locking
position is indeed observed on a daily timescale. Such a drift corresponds to
fractions of the cavity free spectral range, and it is easily compensated by
tuning the piezo offset voltage. The quality of the locking stability of the
red repumpers is quantified in a jitter of ∼ 0.6MHz on the short timescale.
This value is comparable with the spectral linewidth of the DL laser light,
suggesting this as the main limiting factor to the locking stability.

Fig. 3.16 shows the detailed locking optical setup for the red repumpers.
The cavity is locked via a PDH scheme to a pickup beam from the D2 Li

13Thorlabs, model SA200.
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Figure 3.16: Transfer cavity based locking scheme for 654 nm and 663 nm repumper
laser lights.

laser (∼ 1 mW ) brought to the breadboard by a PM fiber. An EOM intro-
duces a 12.5MHz modulation on the Li light; a photodetector monitors the
reflection from the FB, and sends the beat signal to a Digilock module which
process the error signal.
The repumpers locking beams (∼ 1mW ) are collected at the output of both
laser sources and injected into the FB from the opposite direction. To gener-
ate the error signals14 we modulate the lasers current at the frequencies f 654

LO

and f 663
LO . We experimentally adjusted the two frequencies at 9.6 and 4.1MHz

respectively in order to record the beat signal of both retro-reflected lights
on the same photodetector without cross interferences. Two PID locking
loops15 correct the grating piezo voltage.

14Mini-Circuit mixer, model ZAD-6+.
15Stanford Research Systems, model SIM960 Analog PID Controller.
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Figure 3.17: Optical setup implemented around the experimental cell for simultaneous
loading of Cr and Li MOTs. Cr (Li) beam paths are indicated in blue (red). The vertical
MOT beams and the Cr imaging beam are not reported for sake of simplicity. The Li
absorption imaging (light red) path is also shown.

3.4 MOT and imaging optical setup

As already anticipated in Sec. 3.2 and Sec. 3.3, all Cr and Li ZS, MOT
and absorption imaging lights are brought onto the vacuum table from the
dedicated laser table by means of optical fibers. Here they are properly
shaped and aligned on the experimental cell as exemplified in Fig. 3.17.
Our MOT beams are composed by three retro-reflected independent beams
for both atomic species. In order to simultaneously address the fine tuning
of the two species MOT positions, while minimizing at the same time the
optical setup, we make use of dichroic mirrors to overlap the Li and Cr MOT
laser beams both along the forward and backward paths. This solution also
optimizes the polarization ellipticity of the retro-reflected beams by making
use of monochromatic waveplates, acting separately on the Cr and Li lights,
see Fig. 3.17. All optics have a 2 in size.
The MOT vertical path is not reported in figure for sake of simplicity. It is
implemented on a 20 × 45 cm breadboards held by an Al frame above the
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experimental cell. Here the output of both the 425nm and 671nm fibers are
recombined by a dichroic mirror, and then shined onto the big re-entrant top
window glass with a single off-plain oriented mirror. On the backward path
we make use of a single 1 in mirror plus a broad wavelength waveplate.
Our Li MOT fiber collimators16 yield an output beam waist of ∼ 1mm, a 1:6
telescope magnifies the beams on all three axes. The beam power imbalance
is ∼ 50−50 on the horizontal plane, with ∼ 30mW of cooling and ∼ 20mW
of repumper light on each axis. Along the vertical axis we exploit ∼ 15mW
for each frequency.
The Cr MOT fibers collimators17 yield instead a ∼ 2.6mm beam waist, which
is magnified by a 1:2 telescope on each axis. The in-plane beams have a total
power of ∼ 4mW , while the vertical beam has a power of ∼ 6mW .

Fig. 3.17 also shows the Li and Cr ZS laser beam paths; the Li ZS
beam waist is magnified up to ∼ 5 mm by a 1:3 telescope, which is slightly
uncollimated in order to focus the beam on the oven nozzle. The cooling and
repumper intensity ratio is 3 : 2 here also, while the maximum total power
is set by the waveplate plus cube system at the fiber output and its optimal
value depends on the MOT gradient, as it will be discussed in Ch. 4.
The Cr ZS beam is magnified and collimated by a 1:2 telescope, yielding
again a beam waist of ∼ 5mm. The beam power is here ∼ 100mW .

Two breadboards vertically placed at the sides of the Cr oven chamber
host the TC setup. A fiber brings the light on one of the two breadboards,
where it is split in two paths and shined on the two 90° windows of the cross
already described in Sec. 2.1.1. The beams are then retro-reflected on the
opposite side.

Finally, Fig. 3.17 shows also the absorption imaging path (light red) that
we use to image our Li clouds. The light is collimated on a Stingray camera
after a 2:1 demagnification. The beam powers exploited here are ∼ 2 mW ,
with a waist of ∼ 2 cm on the cloud. The same Stingray camera is also used
for in-situ fluorescence imaging.
The Cr absorption imaging setup is instead implemented on the top bread-
board together with the MOT z axis beam: the light is picked up from the
TC main beam on the vertical breadboard and sent to the top breadboard
via a fiber. The light is then collimated on an Andor camera placed at the
bottom of the experimental chamber, positioned on the vacuum table.

16Schäfter-Kirchhoff, 60CF-4-M11-33.
17Schäfter-Kirchhoff, 60CF-4-M20-.
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3.5 Optical dipole trap for Cr and Li atoms

Besides the optical system described in the previous sections, required for the
laser cooling of the two species, our apparatus is also equipped with a high
power optical dipole trap, which will serve to collect the two clouds delivered
by the double-species MOT, and to implement the successive evaporative
and sympathetic cooling stages. Indeed, our strategy to reach simultaneous
quantum degeneracy of the Cr-Li mixture relies on an all-optical approach
which turned out being very successful already, both for homonuclear Li spin
mixtures [93, 97, 98], as well as for these latter in combination with another
alkali species, in particular the 40K isotope [99, 100]. In the specific case of
our Li-Cr mixture, we indeed plan to exploit the easy to handle 6Li to cool
down to degeneracy the fermionic 53Cr by means of sympathetic cooling. To
this end, the ODT potential must be such to guarantee a large overlap of
the Li and Cr samples, necessary condition for an efficient thermalization. A
good mode matching of the two species density distributions is also desirable
in view of a flexible experimental investigation of the mixture, under a full
control of the relative population imbalance. Finally and very importantly,
the efficiency of the sympathetic cooling process requires the resulting trap-
ping potential to be deeper for the Cr atoms than for the Li ones. To this
end, as discussed in the following, we designed and implemented a bichro-
matic optical trap.

3.5.1 Optical dipole trap main designing features

In order to define the suitable ODT design, we first estimated the dipole
potential experienced by Li and Cr atoms in their hyperfine ground state in
the presence of 1070 nm light, for which high power, relatively inexpensive
laser sources are available. For an atom in the electronic state |n, J,mJ〉, the
dipole potential is generally defined by

Un,mJ (r) = −3πc2I(r)
∑
i

sign(ωn→iΓn,mJn→i,mJi )

ω2
n→i(ω

2
n→i − ω2

L)
(3.1)
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where h̄ωn→i is the energy (positive or negative) associated with the ad-
dressed transition, and h̄Γn,mJn→i,mJi the relative coupling strength. The
latter depends on the ground state multiplicity and on the excited sublevel
mJi-dependent Clebsh-Gordan coefficient. h̄ωL stems for the laser photon
energy, and I(r) for the laser intensity at the atom position. A full deriva-
tion of Eq. (3.1) can be found in Ref. [4, 101].
Accounting for the whole rather complex level structure of Cr atoms, we ob-
tained that 1070 nm light yields a trap about 2.5 times deeper for Li than
for Cr atoms. For this reason, we decided to realize our ODT employing a
combination of two different laser sources, at 1070 nm and 532 nm, respec-
tively. Indeed, the latter wavelength is anti-trapping for Li while strongly
confining Cr atoms. As a result, upon superimposing the two beams and by
properly setting their relative intensities, we can controllably adjust the trap-
ping potentials of the two species. In particular, we opted for a design of our
bichromatic trap in which the two beams feature the same beam waist w0 on
the atomic clouds. Although the final dimension of the Gaussian beams will
be optimized by monitoring the capture efficiency of the atomic samples,
initially we designed our optical setup such to guarantee for the two laser
sources a focused beam waist value which is a good compromise between two
distinct effects: astigmatism on the one side, and axial confinement on the
other.
Astigmatism has the detrimental effect of reducing both the radial and axial
effective atoms confinement. Although being controllable to some extent by
carefully shaping and aligning the optical path, astigmatism is difficult to
eliminate especially when high-power beam waists of less than ∼ 25µm are
considered. The impact of such an undesired effect can be strongly reduced
by increasing the beam Rayleigh length zR = πw2

0/λ, i.e. w0. Increasing
w0 has also the advantage of enlarging the trapping volume, which scales as
∼ w2

0zR ∼ w4
0/λ.

On the other hand, too large w0 values must be avoided, as they can easily
lead to too shallow ODT potentials: this can be straightforwardly understood
recalling that the peak intensity of a Gaussian beam I0 = 2P0/πw

2
0, setting

the trap depth U0, scales linearly with the laser power P0 and quadratically
with 1/w0. As such, for a given maximum power delivered by the laser source,
the choice of the beam waist sets a limit to the maximum initial temperature
Ti = U0/kB of the atoms that can be trapped by the ODT.
Additionally, the choice of w0 sets also the radial and axial ODT frequencies.
Approximating the Gaussian profile to a harmonic potential, it is easy to
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verify that both radial and axial trap frequencies scale as ωi=z,⊥ ∝ 1/w2
0.

Based on these considerations, we designed our optical setup to produce
for both laser beams a waist of w0 ∼ 45 µm, a value quite typical for ODTs
employed both for the cooling of Li [102] and Cr [4] species. From such a beam
size, combined with the maximum powers of 300W and 55W delivered by our
infrared (IR) and green laser sources, respectively, we expect an overall trap
depth for both species up to 1.5 µK, a value sufficiently large to guarantee an
efficient storage of both Li and Cr clouds delivered by the MOT and optical
molasses around 100-200 µK temperatures.

During the construction of the optical trapping setup, we also devised a
simple solution to minimize the so-called thermal lensing effect. This phe-
nomenon arises from the fact that both the substrate and coating of any
optical element composing a generic setup unavoidably absorb part of the
incident light, with the non-uniform intensity profile of the impinging beam
acting as an inhomogeneous heat source for the material. Due to the con-
sequent local induced deformation of its optical properties, the illuminated
element acts like a lens [103,104], rendering the beam waist position (hence its
actual dimension on the atoms) a time- and an intensity-dependent quantity.
Such an undesired effect, rather common within high power ODT setups,
is especially detrimental in the case of our bichromatic trap. Indeed, since
thermal lensing effects significantly vary with the laser wavelength, they may
result in an uncontrolled variation of the potential landscape experienced by
Li and Cr atoms during the capture and subsequent evaporative cooling
stages, significantly reducing the overall efficiency.
For the detailed characterization of thermal lensing effects on our ODT setup,
and the description of the experimental strategy enabling us to cancel them
out, I refer the reader to our recent paper Ref. [5], which I append as Ap-
pendix C to the thesis.

As a final remark, I also mention that while designing the ODT setup we
also considered the possible issues associated with the different gravitational
sag experienced by the two species. This effect cannot be neglected, as it
may lead to a strong reduction of the spatial overlap of the Li and Cr clouds,
especially when approaching ultralow temperatures (i.e. low trap depths).
To overcome this problem, we already designed, tested and installed on the
main chamber an additional pair of magnetic field coils, collinear with the
Feshbach ones, that allow to controllably tune a weak magnetic gradient up
to a few G/cm along the gravity direction. Owing to the different magnetic
moment and mass of the two species (see again Tab. 3.2 and 3.4 in Sec. 3.1),
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Figure 3.18: ODT optical setup. For each of the two laser beams, the optical setup is
solely composed by three lenses, one AOM and reflective optics. The IR and green laser
paths are indicated with red and green lines, respectively.

the resulting magnetic force will affect differently the two species, enabling
to minimize their relative sag in the ODT. Pinpointing the optimum gradient
to obtain the best overlap will be done in the future by monitoring the cloud
barycenters, as a function of the supplied current.

3.5.2 Bichromatic ODT optical setup

In this subsection I summarize the optical setup we built to realize the bichro-
matic ODT. As anticipated, more details and motivation for the specific
choices made in designing the apparatus can be found in Appendix C of this
thesis. In light of the fact that any substrate unavoidably introduces some
degree of thermal phase aberrations, our ODT setup employs as few optical
elements as possible to adjust the beam powers and waists on the atomic
clouds: its design (see sketch in Fig. 3.18) is solely composed by three lenses,
one AOM and reflective optics, for each of the two exploited laser sources.
The 1070nm light is provided by a YLR-300 multimode fiber laser module by
IPG Photonics, delivering up to 300W output power, with an output beam
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waist of 2.21(1)mm with negligible ellipticity. The 532 nm source is instead
a single-mode CW fiber laser (GLR-50, again by IGP Photonics), delivering
a maximum of 55 W with an output beam waist of ∼ 500 µm, again with
negligible ellipticity.
A telescope de-magnifies both the IR and the green beam waists down to
550 µm and 250 µm respectively, in order to match the optimum size that
maximizes the AOM diffraction efficiency.
The insertion of AOMs along the two beam paths allows to finely tune and
stabilize the laser powers within the experimental routine by controlling the
radio-frequency amplitudes. In addition, it also allows to enlarge the effec-
tive ODT trapping volume under a modulation of the AOM radio-frequency,
which periodically displaces the ODT spot position in the focal plane: if the
modulation is faster than the ODT radial trapping frequencies, the atoms
will experience an effective trapping volume of larger dimension.

The first-order diffracted beams are recombined onto a dichroic mirror
before hitting the last common lens f3. The distance between the two AOMs
and the last lens, of nominal focal length f3 = 250mm, is carefully adjusted
such that the two waists match here the required dimensions in order to
create a common focus onto the atomic cloud with beam waist of 45µm.

All lenses employed in our design are one inch UV fused silica elements
with anti-reflection V-coating at 1064/532 nm. Although not featuring the
same performances of Suprasil substrates, these represent a cheap and conve-
nient option for high power applications, due to a very small refractive index
temperature dependence dn/dT = 12 × 10−6 K−1 [105], and a low thermal
expansion coefficient α = 0.5 × 10−6 K−1 [106]. The CF 40 window of the
vacuum chamber is made by a 3.3 mm thick quartz substrate with custom
anti-reflection coating. Finally, the AOMIR is realized by a 31 mm thick
TeO2 crystal18, with a transverse area of 2.5 × 1.75 mm2. The AOMG is
realized with a crystal specifically meant for high power applications19. Rel-
ative to cheaper options available on the market and considered initially in
our setup, such an AOM features substantially higher damage thresholds at
532 nm, and most importantly we found that it does not yield to significant
thermal lensing effects for our typical working conditions.

183110-191 by Gooch&Housego
193080-294 by Gooch&Housego.



94 CHAPTER 3. OPTICAL SETUP



Chapter 4

Realization of a cold
lithium-chromium mixture

I present in this chapter the first experimental results attained with the ap-
paratus that I designed and implemented during my PhD activity. These
results consist in the individual and simultaneous realization of magneto-
optically trapped clouds of fermionic 6Li atoms and bosonic 52Cr atoms.
The chapter is structured as it follows. Sec. 4.1 presents our magneto-
optically trapped clouds of 6Li atoms, and the first experimental implementa-
tion of gray-molasses cooling routines operating on the D1 atomic transition.
Our magnetically-trapped clouds of 52Cr atoms are instead presented in Sec.
4.2. Here, I also report on the characterization of the spectroscopic lines asso-
ciated with the |D3〉 → |P3〉 and |D4〉 → |P3〉 atomic repumper transitions.
By addressing these transitions, we were able to investigate magnetically
trapped clouds of Cr atoms occupying |D3〉 and |D4〉 metastable states. Fi-
nally, I present in Sec. 4.3 the first experimental realization of double-species
MOTs of Cr and Li atoms, achieved during the very last months of my PhD
activity.

4.1 Cold clouds of 6Li atoms

I provide in this section an overview of the main features characterizing our
magneto-optically trapped clouds of 6Li atoms, discussing the iterative opti-
mization work performed in order to maximize the MOT loading efficiency.
The overall loading and cooling experimental routine, operating on the D2

95
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atomic transition, is also discussed. The temperature featured by the Li
atomic cloud at the end of the loading routine is further reduced by means
of gray-molasses cooling techniques, operating on the D1 atomic transition:
the present section also reports on the first experimental implementation of
D1 cooling routines on our experimental apparatus.

4.1.1 Magneto-optically trapped clouds of 6Li atoms

Figure 4.1: Fluorescence signal recorded on a photodetector during the loading of the
Li MOT. The signal was fitted with a one-body losses loading curve (red solid line),
yielding a 1/e loading time constant τL = 4.96(3) s. Loading settings: MOT current, 35A
(17.7 G/cm); MOT beams power, 25 mW and 17 mW within the horizontal and vertical
axes respectively; MOT beams detuning, ∼ −5Γ; ZS current, 2A; ZS beam power, 20mW ;
ZS light detuning, ∼ −24Γ.

Fig. 4.1 shows a typical example of fluorescence signal recorded on a
photodetector during the loading of our Li MOT. The saturated atom num-
ber, extracted from a Gaussian fit of an in-situ fluorescence image of the
atomic cloud within the vertical plane, corresponds to N∞ = 1.9(6) × 1010.
The 1/e2 radius of the cloud are 2.504(6) mm and 2.920(14) mm on the
vertical and horizontal direction, respectively, yielding a peak density of
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n = 5.0(1.5)× 1011 cm−3.
The observed behavior is well reproduced by a single exponential curve of
the kind N(t) = N∞(1− e−t/τL), which is the solution of the rate equation

Ṅ(t) = +L− 1

τL
N(t) (4.1)

for a dynamics featuring a constant loading rate L and single particle losses.
Under these assumptions, N∞ = L/τL. A fit of the signal in Fig. 4.1 (red
solid line) yield a loading time constant τL = 4.96(3) s, corresponding to a
loading rate L = 4× 109 s−1.
Absorption imaging results yield a factor 50 smaller value of collected atom
number, corresponding to optimum values of N ∼ 4×108, and peak densities
of n ∼ 1010 cm−3. Such a big discrepancy is ascribed to two facts: on the
one hand, the calibration of the fluorescence imaging is difficult, owing to its
strong dependence upon illumination time, and beam power and detunings.
On the other hand, the absorption imaging in the presence of the MOT field
may underestimate significantly the atom number.

The iterative optimization work of the loading experimental settings,
which allowed to attain the optimum values presented above, is discussed
here in the following.

As explained in chapter 2, the radial magnetic field profiles generated by
the MOT and ZS coils are designed to smoothly merge at the edge of the
experimental chamber, yielding a continuously decreasing field profile. The
optimum merging configuration was theoretically predicted for a MOT cur-
rent of 37 A and a ZS current of 2 A, for the specific case of a quadrupole
gradient of 20 G/cm. In order to test the validity of this prediction, and to
determine the optimum settings configuration at each quadrupole gradient
of interest, we investigated the MOT collection efficiency as a function of
the MOT and ZS coils current. Figure 4.2 shows typical examples of curves
that we recorded to this end. In particular, Fig. 4.2(a) shows the behavior
of collected atom number (red points) and peak density (black circles) as
a function of the MOT gradient at the fixed ZS current of 2 A. For each
data-point, the detuning of both cooling and repumper laser lights was ad-
justed in order to maximize the loading rate, see as an example Fig. 4.3. In
agreement with the designing settings, the atom number saturates around a
gradient of 17.7 G/cm, corresponding to a MOT current of 35 A. The peak
density instead keeps increasing as the gradient shrinks the cloud. In a spec-
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(a) (b)

(c)

Figure 4.2: The ZS and MOT field profile merging was optimized through an iterative
investigation of the MOT collection efficiency as a function of MOT and ZS coils current.
(a): Collected atom number after 10 s loading (red dots) and relative peak density (black
circles) as a function of the MOT gradient, at the fixed ZS coils current of 2 A. (b):
Collected atom number after 10s loading at a MOT gradient of 17.7G/cm (corresponding
to square symbol in (a)) as a function of the ZS coils current. (c): Atom number as a
function of total ZS beam power, for the optimum conditions of MOT gradient and ZS
current of 17.7G/cm and 2A, respectively.

ular way, we could check that the maximum MOT atom number in presence
of a gradient of 17.7 G/cm was obtained with a ZS current around 2 A, see
Fig 4.2(b).
The MOT loading efficiency was further monitored as a function of the ZS
beam power, for each magnetic field gradient. Fig. 4.2(c) shows as an exam-
ple the MOT atom number as a function of the ZS light power, again for a
MOT and ZS coils current of 35 A and 2 A, respectively. Under these con-
ditions, we obtained a clear maximum at relatively low laser powers, around
20mW . This value comprises both cooling and repumper laser powers, with
a 50-50 relative ratio. The fast decrease of the collected atom number at
higher laser intensities can be ascribed to the perturbation induced on the
MOT cloud by the ZS beam light. This conclusion is further supported by
the direct observation of a spatial displacement of the MOT cloud out of the
quadrupole position, of the order of few mm, in presence of the ZS light. The
displacement is clearly enhanced at increased ZS beam intensities, eventually
leading to the complete fade-out of the cloud. This detrimental effect, ob-
served at all the investigated MOT gradients up to ∼ 30 G/cm, is partially
mitigated by aligning the ZS beam close to the edge of the MOT capture
volume, and by further detune the ZS light with respect to the predicted
optimal value of −18 Γ, see Sec. 2.2 in Ch. 2. The optimum ZS detuning
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is found to fall within the range −26 Γ and −19 Γ for all MOT gradients
between ∼ 20 G/cm and ∼ 30 G/cm. The data shown in Fig. 4.2 were
recorded at a ZS detuning of −24 Γ.

,

a)

( (

( (

Figure 4.3: MOT atom number (red dots) and the peak density (black circles) as a
function of the MOT beams detuning, at a MOT gradient of 27.8 G/cm, recorded after
10s loading. Here, the ZS current and beam power were 2.5A and of 35mW , respectively.

Finally, I report in Fig. 4.3 a typical curve obtained by investigating
the MOT atom number (red dots) and the peak density (black circles) as a
function of the MOT cooling light detuning δC with a 10s loading time. The
MOT gradient was here 27.8 G/cm, corresponding to a MOT coils current
of 55 A; the ZS coils current and laser power were optimized to 2.5 A and
40 mW , respectively. The repumper and cooling relative detuning was here
δR − δC = 230 MHz. The data indicates a clear maximum for both atoms
number and peak density around δC = −8 Γ. The inset shows the behavior
of the MOT atom number as a function of the relative detuning δR−δC , with
δC fixed to the optimum value of −8 Γ. In agreement with the hyper-fine en-
ergy splitting within the D2 manifold of the Li atom, see again Fig. 3.2, the
optimum loading efficiency is found at a relative shift of δR−δC = 225MHz,
corresponding to δR = −9.6 Γ.

The Li atomic cloud, obtained after the iterative optimization presented
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so far, is characterized by relatively high temperatures of the order of 3mK.
In order to reduce this value, our loading routine proceeds with a two-step
compressed MOT (CMOT) stage as exemplified by Fig. 4.4. After a typical
loading time of 7 s, we cool and compress the MOT by decreasing the laser
beam intensity of both cooling and repumper lights to less than the 90%
and 20% of their initial value, respectively, while simultaneously decreasing
the frequency detuning of both. The cloud is kept under these conditions
for 100 ms. This stage enables to decrease the temperature of the cloud
down to about T = 800µK with no atom losses. At this point we operate
the second CMOT stage by further reducing the laser light intensities to a
few percents of the initial value, while simultaneously setting the detunings
down to ∼ −2Γ. At the end of this second step, we obtain typical cloud
temperatures of about T = 500µK with atom losses below the 20%.

During the first CMOT stage, we transfer the atomic cloud from the
quadrupole field created by the MOT coils to the one created by the Fesh-
bach coils in Anti-Helmholtz configuration. To this end, we ramp up the
Feshbach coils current in ∼ 80 ms, while simultaneously decreasing to zero
the MOT coils current, see upper diagram in Fig. 4.4. Owing to their
smaller inductance, the quadrupole field of the Feshbach coils can be effec-
tively switched off in much smaller timescales, of the order of hundreds of µs
for all coil currents up to 55 A (corresponding to ∼ 30G/cm).

4.1.2 D1 gray-optical molasses on Li atomic clouds

Laser cooling theory predicts that the minimum temperature achievable in
a MOT is set by to the Doppler limit, TD = h̄Γ/2kB, being Γ the linewidth
of the cooling transition. For the Li atom, the Doppler limit corresponds to
TD = 140 µK.
For most of alkali atoms, sub-Doppler temperatures below TD can be gen-
erally achieved with Sisyphus cooling in optical molasses. For Li atoms,
however, the unresolved hyper-fine structure associated to the excited P3/2

state impedes an efficient operation of Sisyphus cooling techniques on the D2
atomic transition, see again Fig. 3.2.
Nonetheless, temperatures below TD can be achieved in Li atomic clouds
through gray-molasses cooling operating on the D1 (|S1/2〉 → |P1/2〉) atomic
transition. This technique, first successfully applied to the fermionic 6Li
isotope in 2014 [93], relies on the simultaneous action of Sisyphus cooling
mechanisms and of velocity selective coherent population trapping (VSCPT)
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Figure 4.4: Sketch of MOT and CMOT loading experimental routine. The drop of
cooling and repumper laser light intensities (IC;R) and detunings (δC;R) during the two
CMOT stages is indicated. After a typical loading time of 7 s, the Li cloud is transferred
from the MOT quadrupole into the Feshbach coils quadrupole (upper diagram) within a
80ms coils currents ramp. The figure also reports an example of time-of-flight expansion
measurement, taken at the end of the loading routine. The cloud size was fitted with the
ballistic scaling low σi = σ0i

√
1 + t2kBT/(mσ2

0i) [107], independently for the horizontal
(σx) and vertical (σy) direction, yielding an average temperature of 480(20)µK..

mechanisms [108,109]. Sisyphus cooling is achieved by addressing the (|F =
3/2〉 → |F ′ = 3/2〉) cooling transition within the D1 manifold, with a positive
frequency detuning δC > 0. The VSCPT mechanism arises when an addi-
tional laser light simultaneously addresses the same excited state, within the
(|F = 1/2〉 → |F ′ = 3/2〉) repumping transition, with a frequency detuning
δR that approaches the Raman condition δC − δR = 0 [110], see Fig. 4.5.
D1 gray-molasses cooling is nowadays a well established technique. For a
more detailed theoretical overview of the gray-molasses cooling mechanism I
refer to the works in Ref. [111].

Fig. 4.6 shows the very first experimental results relative to the im-
plementation of D1 gray molasses routines on our atomic Li cloud. These
results where obtained operating a 1ms D1 gray-molasses stage, 0.4ms after
the switch off of the quadrupole field. The initial cloud temperature was
T ∼ 500µK, obtained at the end of the CMOT D2 cooling routine presented
in the previous section. The cooling light intensity during the D1 stage was
IC = 2.75Isat, while the repumper laser light was IR = 0.045IC , along all the
three MOT beams.
The final temperature of the cloud is reported in the figure (red dots) as a
function of the Raman detuning δ = δC − δR, for δC = +8Γ. The data show
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Figure 4.5: Sketch of the atomic structure on the 6Li D1 manifold. The detunings
of cooling and repumper lights are indicated with δC and δR, respectively. The Raman
condition is fulfilled at δ = δC − δR = 0.

an asymmetric Fano profile, which is the clear signature of the emergence
of a quantum interference effect. The minimum temperature is reached very
close to the Raman condition, at δ = −0.25Γ. The plot also shows the frac-
tion N/N0 of atoms captured by the gray-molasses (blue dots), imaged after
1ms of time of flight. As expected, the maximum of N/N0 is found close to
the minimum temperature condition, on the negative side of the Raman de-
tuning. In correspondence of the minimum temperature, the atomic fraction
after the D1 cooling stage is around 70%, consistently with what reported in
Ref. [93].

Fig. 4.7 shows the minimum temperature obtained on our Li cloud after
1 ms D1 cooling stage as a function of the absolute detuning δC , under the
same conditions of initial cloud temperature and laser light intensities as in
Fig. 4.6. As shown within the insect, minimum temperatures below 75 µK
are consistently found for δc > 1.5Γ. The inset shows as an example the time-
of-flight evolution of the Li cloud size for δc = 2.2Γ, yielding a temperature
of 72(1) µK.

Previously reported results on fermionic Li clouds [93] attest the pos-
sibility to reach a factor 2 smaller minimum temperatures, of the order of
40 µK. We attribute the non-optimum efficiency of our D1 cooling stage
presented in Fig. 4.6 to the presence of residual magnetic fields and to a
non-negligible fraction of incoherent laser light within the MOT laser beams
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Figure 4.6: Cloud temperature (red dots) and atom number (blue dots) observed at the
end of a 1ms D1 gray-molasses stage, applied after the two-steps compressed-MOT routine
exemplified in Fig. 4.4. The cloud temperature was obtained by fitting the time-of-flight
evolution of the cloud size with a ballistic scaling low [107]. The results are reported as a
function of the relative detuning δ = δC − δR, with δC = +8Γ.

during the D1 cooling stage. This spurious light derives from the tapered-
amplifier output fluorescence, which we observed to be partially coupled to
the optical fibers of the MOT beams, see again Sec. 3.2.1 for an overview of
the optical setup. Further improvement might be attained by increasing the
relative frequency coherence of cooling and repumper laser lights, defined by
the associated AOM radio-frequency settings. Indeed, very recently we could
finally reach temperatures as low as 42(2) µK (not shown) in the optimum
Raman configuration, by reducing the switch-off time of the quadrupole field
and by optimizing the fiber coupling to drastically reduce fluorescence of the
tapered amplifiers impinging on the atomic cloud.

4.2 Cold clouds of 52Cr atoms

In this section I present the first characterization of our newly achieved
magneto-optically trapped clouds of bosonic 52Cr atoms, and discuss the
iterative optimization work that we operated in order to maximize the MOT
capture efficiency. The MOT loading and cooling experimental routines, op-
erating on the |S3〉 → |P4〉 atomic transition, are also presented.
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Figure 4.7: Cloud temperature (red dots) and atom number (blue dots) observed at the
end of a 1ms D1 gray-molasses stage. The cloud temperature was obtained by fitting the
time-of-flight evolution of the cloud size with a ballistic scaling low [107]. The results are
reported as a function of the absolute detuning δC , with δC − δR = −0.25Γ.

Furthermore, I will report here on the experimental characterization of the
spectral lines associated with the inter-combination repumper transitions
|D3〉 → |P3〉 (653.973 nm) and |D4〉 → |P3〉 (663.973 nm), as well as on the
first experimental investigation on magnetically trapped clouds of metastable
D state atoms achieved within our experimental apparatus.

4.2.1 Magneto-optically trapped clouds of 52Cr atoms

Fig. 4.8 shows a typical example of loading curve featured by our 52Cr
MOT clouds. Typical values of the saturated atom number correspond to
N ' 7.4× 106, and are extracted from 1ms time-of-flight absorption images
of the atomic cloud within the horizontal plane, see Sec. 3.4 for the imaging
optical setup. As for the Li MOT case discussed in the previous section, a
single-exponential curve is employed to fit the observed loading fluorescence
signal, yielding a loading time constant τL = 0.13(1) s, corresponding to a
loading rate LD = 5.7× 107 s−1.
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Figure 4.8: Cr MOT fluorescence signal as a function of loading time, recorded with
a Thorlabs CCD camera. The curve is obtained as an average over many loading cycles
recorded under the same experimental conditions. For each considered loading curve, the
reference time t = 0 was defined by the trigger level set here to ∼ 5% of the maximum
observed fluorescence signal. The averaged signal was fitted with a single-exponential
curve, yielding a 1/e time constant τL = 0.13(1) s. Loading settings: MOT current,
55A (27.8G/cm); MOT beams power, 4mW and 2mW along the horizontal and vertical
directions respectively; ZS current, power and laser detuning, 14 A, 96mW , δ = −18.5Γ,
respectively; TC total beam power, 23mW .

As discussed in relation to our MOT clouds of Li atoms, the optimum
loading efficiency of the Cr MOT is attained with a proper combination of
MOT and ZS coils currents, that optimizes the smooth connection between
the two relative magnetic field profiles. Fig. 4.9 shows typical examples
of datasets that we recorded in order to optimize the overall configuration
of currents and light detunings, by monitoring within an iterative approach
the atom number collected within the MOT after a fixed loading time of
7 s. In particular, the 2D plot of Fig. 4.9(a) shows the mutual dependence
of the atom number on the MOT gradient and laser light detuning at a
constant ZS coils current of 13A. The dataset indicates that the largest atom
numbers, above the 80% of the maximum recorded value, are attained for a
MOT field gradient comprised between 15 and 21G/cm (corresponding to a
MOT current of ∼ 30-38A) with a MOT laser light detuning comprehended
between −3 and −4Γ, respectively. Fig. 4.9(b) shows instead the loaded
atom number under two different MOT gradients, of 16G/cm and 20G/cm,
respectively, as a function of the ZS coils current: although rather noisy,
the measurements reveal an optimum loading efficiency for higher ZS coils
currents, of the order of 15 A, for both investigated field gradients.
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Figure 4.9: (a): Atom number as a function of MOT gradient and laser light detuning
δ at a constant ZS coils current of 13A. (b): Loaded atom number for two different MOT
gradients of 16 G/cm (red dots) and 20 G/cm (black dots), as a function of the ZS coils
current. Loading settings: ZS power, ∼ 100mW , ZS laser detuning δ = −18.5Γ; TC total
beam power, ∼ 23mW .

This result, relative to the Li case, is in poorer agreement with the optimum
current settings predicted during the designing work, which correspond to a
ZS coils current of ∼ 18A for a MOT gradient of 20G/cm. The discrepancy
can be ascribed to the perturbation induced by the ZS axial field on the MOT
quadrupole position, causing its progressive displacement from the MOT
beams inter-crossing region as the ZS current is increased. This hypothesis
is supported by the observation of a strong dependence of the Cr MOT
position and loading efficiency on the Li ZS coils current.

The Cr MOT loading efficiency was further investigated as a function of
the ZS beam power. Fig. 4.10(a) shows the collected atom number as a
function of loading time for different ZS beam powers PZS. The full satu-
ration of the collected atom number is still not observed at the maximum
power allowed by our optical setup, PZS ' 100 mW . The loading data-sets
were fitted with a single-exponential curve, yielding the 1/e time constants
reported in Fig. 4.10(b) as a function of the ZS beams power. The observed
behavior is rather constant within the experimental uncertainties, with an
average value of τL ∼ 0.12 s. This is consistent with the fact that the typical
timescale for the exponential growth of the MOT signal is set by the single
particle loss term.

With the same method as in Fig. 4.10, we investigated the total collected
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Figure 4.10: (a): Fluorescence signal as a function of the loading time for different
ZS beam power, recorded on a Thorlabs CCD camera. The curves are obtained as an
average over many loading cycles recorded under the same experimental conditions. For
each considered ZS power, the reference time t = 0 was defined by the trigger level set
here to ∼ 5% of the maximum observed fluorescence signal. (b): Loading time constant
τL, extracted by fitting data-sets in (a) with a single-exponential curve, as a function of
the beam power. Loading settings: MOT current, 55A (27.8G/cm); ZS current, 14A; ZS
laser detuning, δ = −24Γ; TC total beam power, 23mW .

Figure 4.11: (a): Fluorescence signal as a function of the loading time for different TC
beams total power, recorded on a Thorlabs CCD camera. Curves obtained as in Fig. 4.10.
(b): Loading time constant, extracted by fitting data-sets in (a) with a single-exponential
curve, as a function of the beams total power. Loading settings: MOT current, 55 A
(27.8G/cm); ZS current, 14A; ZS beam power, ∼ 100mW ; ZS laser detuning, δ = −24Γ.
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atom number as a function of the transverse cooling laser power PTC . Fig.
4.11(a) and (b) show respectively the loading curves and the relative 1/e
time constants obtained for different total TC laser powers. We observe an
increment of the collected atom number for PTC > 10mW , and its saturation
at PTC = 20 mW . The 1/e loading time constant, instead, features again a
constant behavior within the experimental uncertainties around an average
value of τL ∼ 0.12 s.

Figure 4.12: (a): Total collected atom number (dots) as a function of the oven tempera-
ture after a loading time of 7s. A linear fit (red solid line) yields a slope of 0.41(1)×106/Co.
The dataset was compared with the saturated vapor pressure behavior P (T ) (blue solid
line) rescaled to the atom number observed at T = 1400 Co. The cloud was imaged after
that the metastable D states atoms collected within the quadrupole were repumped back
into the cooling cycle, by addressing the |Di〉 → |P3〉 repumper transitions with a 30 ms
flash of red repumpers laser lights. (b): Loading rate (dots) as a function of the oven
temperature.

As a last remark on the investigation of our Cr MOT loading efficiency
as a function of the operation settings, I report in Fig. 4.12(a) the trapped
atom number after 7 s loading as a function of the Cr oven temperatures,
varied between 1400 Co and 1500 Co. Here, the data account for the atom
number collected both within the MOT and the quadrupole gradient. To this
end, the cloud was imaged after that the magnetically trapped D state atoms
were repumped back into the cooling cycle, by addressing the |D4〉 → |P3〉
and |D3〉 → |P3〉 atomic transitions with a 30 ms flash of 663 and 654 nm
repumper laser lights, see next subsection for further detail on this procedure.
The data, well matching a linear relation (solid red curve), are compared with
the behavior expected on the basis of the temperature dependence of Cr
vapor pressure (blue solid line), see Eq. (2.1), rescaled to the atom number
attained at an oven temperature of 1400 Co. The discrepancy observed at
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large temperatures can be ascribed to the progressive deviation from the
purely effusive regime of the Cr atoms emission dynamics.
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Figure 4.13: Sketch of our loading experimental routine. The drop of laser light intensity
and detuning during the CMOT stage is indicated. As in the case of Li atom cloud,
we transfer the Cr cloud from the MOT quadrupole into the Feshbach coils quadrupole
during the loading time (upper diagram). The figure reports an example of time-of-flight
expansion measurement of the cloud size within the imaged plane (dots). The curve was
fitted with a ballistic scaling low σi = σ0i

√
1 + t2kBT/(mσ2

0i) [107] independently for both
waits σx, σy, yielding an average temperature of 200(10)µK.

In conclusion of this section, I exemplify in Fig. 4.13 the experimental
routine exploited to load our Cr MOT. As for the Li case discussed in Sec.
4.1.1, the routine includes a CMOT stage at the end of the loading time.
Here, the MOT beams power is decreased to 10% of the initial value, while
the detuning is brought from −4 Γ to −2 Γ. The CMOT stage lasts in
this case for 2 ms, at the end of which the Cr cloud features a temperature
of T = 200 µK, see the time-of-flight expansion measurement reported in
figure. The cloud features here a 1/e2 average waist of ' 300 µm, yielding a
maximum peak density of n ' 1.3× 1011 cm−3.

4.2.2 Addressing Cr metastable D states with 663 nm
and 654 nm resonant light

As explained in Sec. 3.1, the Cr MOT atoms can radiatively decay from the
electronically excited |P4〉 state into the |D3〉 and |D4〉 metastable states,
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which can in turn be trapped within the quadrupole gradient thanks to their
high magnetic moment. The trapped D state atoms can be repumped back
into the cooling cycle by addressing the inter-combination repumper tran-
sitions |D3〉 → |P3〉 (653.973 nm) and |D4〉 → |P3〉 (663.973 nm), respec-
tively [4].
Within our experimental setup, these additional laser lights are frequency
locked to the Li atomic reference through a transfer Fabry-Pérot cavity. The
frequency mismatch between the repumper transitions and the selected cav-
ity modes is compensated via a double-pass AOM for both laser lights, see
again figures 3.15 and 3.16. The exact location of each of the two repumper
spectral lines has been experimentally retrieved as it follows. After a loading
time of 7 s, the Cr MOT cloud was illuminated with a 30ms long repumper
laser pulse, and afterwards imaged with 425 nm laser light. The recorded
atom number was monitored as a function of the double-pass AOM frequency.
When the laser frequency became resonant with the repumper transition, the
fraction of Cr atoms trapped within the high-field-seekers Zeeman sublevels
of the addressed D state could be repumped back into the |S3〉 → |P4〉 cool-
ing cycle, resulting into a strong increase of the 425 nm imaging signal. Fig.
4.14(a) and (b) show the experimental results obtained for 654 and 663 nm
laser lights, respectively. The resonance feature, reported for three different
laser powers, is fitted with a Lorentzian profile, yielding a frequency uncer-
tainty of few MHz on the peak location for both lines. The peak location,
monitored on a daily timescale, does not show a significant time dependence,
featuring maximum drifts of the order of 10 MHz for both spectroscopic
lines. This result confirms the good stability of our transfer cavity-based
locking scheme.
We observe a saturation of the recorded atom number at a laser power of
15 mW (2 mW ) for the 654 nm (663 nm) laser light, corresponding to a
laser intensity of 2.4mW/mm2 (0.3mW/mm2). The power-broadened signal
features here a very large FWHM of the order of 100 MHz for both spec-
troscopic lines. In the limit of low power, the lines maintain a large FWHM
of the order of 30 MHz and 50 MHz, for the 654 and 663 nm transition,
respectively.
The duration of the red repumpers light flash was experimentally optimized

by monitoring the behavior of the maximum observed atom number after 7 s
loading, see Fig. 4.15. As observed, the optimum repumping efficiency is
attained for a pulse duration between ∼ 15 and ∼ 30ms.
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Figure 4.14: 425nm laser light absorption-imaging signal obtained after illuminating the
Cr clouds with 654nm (a) and 663nm (b) repumper lights. The atom number is reported
as a function of the frequency value of the laser-locking system double-pass AOM, see Sec.
3.3.3. The measurement is repeated for three different values of red repumper laser power,
for both spectroscopic lines. We experimentally observe a saturation of the peak signal for
15mW (a) and 2mW (b). The data were fitted with a lorentzian lineshape (solid lines).

Figure 4.15: (a): 425 nm laser light absorption-imaging signal as a function of the red
repumpers laser pulse duration. The cloud was here simultaneously illuminated with both
repumper laser lights. The maximum observed atom number at 14 s corresponded here to
Nmax = 7.5× 107
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Under the optimum conditions of intensity and duration of the repumpers
laser pulse retrieved so far, we characterized the atom number relative to the
magnetically trapped clouds of |D3〉 and |D4〉 metastable state atoms after
a fixed loading time of 7 s. The results are summarized in Fig. 4.16(a). As
expected from the relative branching ratio of ∼ 25% and ∼ 75%, associated
to the decay of Cr MOT atoms into the |D3〉 and |D4〉 states, respectively, we
observe that the largest fraction of atoms trapped in the quadrupole occupies
the high-field-seeker sublevels of the metastable |D4〉 state, see relative peak
heights in Fig. 4.16(a). The total atom number recorded by simultaneously
addressing the two repumper transitions, also reported in the figure, is in
excellent agreement with the sum of the contributions individually retrieved
for the two metastable states.

The behavior of the total atom number collected within MOT plus quadrupole
gradient as a function of the loading time is reported in Fig. 4.16(b) (black
dots). While the MOT contribution to the total observed atom number sat-
urates within hundreds of ms, see again Fig. 4.8, the timescale featured by
the loading of the quadrupole trap extends to a few seconds. The maximum
observed atom number at 14 s corresponded here to Nmax = 7.5× 107.
The rate equation describing the trend in Fig. 4.16(b) can be retrieved as
the sum of the following contributions:

ṄD(t) = +αΓM→DNM(t)− ΓDND(t) (4.2a)

ṄM(t) = +L− (ΓM→D + ΓM)NM(t) (4.2b)

being ND(t) and NM(t) the number of atoms collected within the quadrupole
and in the MOT, respectively. ΓM→D represents the decay rate featured by
the Cr MOT atoms towards the D metastable states. ΓM accounts for the
remaining single particle losses mechanisms affecting the Cr MOT. Being
τL ' 0.13 s the loading time constant featured by the Cr MOT, it must be
(ΓM→D + ΓM)−1 ' 0.13 s. ΓD stems instead for the single particle decay rate
associated to the D states trapped clouds. Finally, α < 1 accounts for the
collection efficiency of the quadrupole trap.
From Eq. (4.2) one straightforwardly derives

N∞D = Nmax −N∞M =
αΓM→DN

∞
M

ΓD
(4.3)

for the saturated atom number collected within the quadrupole, beingNmax =
7.5× 107 and N∞M = 7.4× 106 the saturated atom numbers observed within
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Figure 4.16: (a): Atom number observed after 7 s loading. The arrow indicate the
quadrupole contribution to the total observed atom number. (b): 425 nm laser light
absorption-imaging signal as a function of the loading time (black dots). The cloud was
here simultaneously illuminated with both repumper laser lights.

the overall cloud and within the MOT, respectively. As I will show here in
the following, both magnetically trapped clouds of |D3〉 and |D4〉 metastable
states feature a lifetime of the order of 10 s, corresponding to a decay rate
ΓD ∼ 0.1 s−1. Introducing these values in Eq. 4.3, one obtains αΓM→D '
0.9 s−1.
Despite their simplicity, the arguments reported above allow to derive a lower
bound for the decay rate ΓM→D, corresponding to the ideal case in which all
atoms occupying the 7 high-field-seeker sublevels of the metastable |D3〉 and
|D4〉 states are captured by the quadrupole gradient. Assuming a uniform
distribution of the atoms among the 16 Zeeman sublevels, it must then be
α = 7/16, yielding ΓM→D ' 2 s−1. Despite its low accuracy, this result leads
to very interesting observations. In particular, it implies that the decay rate
associated with the de-excitation mechanism of |P4〉 atoms into the D states,
and the decay rate ΓM , associated with pure Cr MOT losses, are of the same
order of magnitude. Indeed, one finds ΓM = τ−1

L − ΓM→D ∼ 5.7 s−1.

As anticipated above, we also characterized the lifetime individually fea-
tured by the |D3〉 and |D4〉 atomic clouds. To this end, we proceed as follows.
After a MOT loading of 7 s, the Cr oven shutter was closed, and the Cr ZS
magnetic field and laser beam were simultaneously switched off. For each
decay time, the cloud was illuminated with 654nm (663nm) laser light, and
afterwards imaged with 425 nm laser light. During the whole routine, the
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atoms were selectively collected within the |D4〉 (|D3〉) atomic state, by con-
tinuously addressing the repumper transition |D3〉 → |P3〉 (|D4〉 → |P3〉).
The obtained experimental results are summarized in Fig. 4.17.
After a fast discharge within t < 0.5 s, corresponding to the decay dynamics
featured by the MOT atomic cloud, the data are well reproduced by a single-
exponential decay curve for both |D4〉 (blue circles) and |D3〉 (green circles)
trapped states, yielding a 1/e time constant of τ4 = 16(2)s and τ3 = 6.3(8)s,
respectively.
The data also show a relatively decreased total atom number selectively col-
lected within both D state clouds, with respect to the previously retrieved
results, see again Fig. 4.15(a). We attribute this effect to non-negligible
light-assisted atomic losses induced on |D4〉 (|D3〉) quadrupole states by the
presence of 654 nm (663 nm) laser light during the whole experimental rou-
tine.
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Figure 4.17: Quadrupole cloud atom number as a function of decay time. The
quadrupole atoms were selectively collected within the |D3〉 (green circle) or |D4〉 (blue cir-
cles) state by continuously addressing the repumper transition |D4〉 → |P3〉 or |D3〉 → |P3〉,
respectively, during the experimental routine. The 425nm laser light was here also left on
during the whole routine, although the Cr MOT cloud contribution to the recorded atom
number is decaying within t < 0.5, as expected.
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4.3 Simultaneous loading of 6Li and 52Cr MOT

clouds

Within the very last months of my PhD activity, we were able to perform
the first experimental investigation of double-species trapped clouds of 6Li
and 52Cr atoms.
In view of the implementation of an experimental routine enabling to simulta-
neously load the two species within the optical dipole trap, we characterized
the lifetimes featured by the coexisting Cr and Li clouds. Our optical setup
allows to independently tune in a controlled way the Cr and Li MOT beams
alignment, such to reduce the spatial overlap of the two MOT clouds during
the loading routine, and consequently suppress eventual inter-species inelas-
tic processes. The clouds can be combined again on top of the quadrupole
position during the final CMOT stage once the two ZS fields and lights are
turned off, allowing for an optimum simultaneous loading within the ODT.
For this reason, our investigation mainly focused on the decay dynamics fea-
tured by the Cr metastable D states atoms, which represent about 90% of
the whole Cr population trapped within the quadrupole gradient, in presence
of Li clouds. Very importantly, these preliminary measurements revealed a
sizable but not fundamental perturbation induced by the Li cloud on both
loading efficiency and lifetime featured by the Cr sample.
In order to characterize the lifetime featured by the magnetically trapped Cr
D state atoms in presence of Li, we proceeded as it follows. We simultane-
ously loaded the Li and Cr MOT for 7s. After that, the Li and Cr ZS currents
and laser beams were switched off. The Cr oven shutter was also closed. Cr
atoms were selectively collected within the |D3〉 (|D4〉) metastable state by
continuously addressing the |D4〉 → |P3〉 (|D3〉 → |P3〉) atomic transition
with the 663 nm (654 nm) repumper during the whole experimental routine.
We finally illuminated the cloud with a 30 ms pulse of 654 nm (663 nm)
laser light right before taking the absorption image. The single species de-
cay curves were recorded by simultaneously imaging the Li and Cr clouds at
different decay times.
The experimental results are reported in Fig. 4.18. Green and blue dots in

the left panel indicate the atom number collected within the |D3〉 and |D4〉
metastable states, respectively, as a function of time, in presence of Li MOT
atoms. To allow for a direct comparison, the equivalent results in absence of
Li atoms (green and blue circles) are also shown.
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Figure 4.18: (a): Quadrupole cloud atom number as a function of decay time, in presence
(dots) and absence (circles) of Li MOT clouds. The quadrupole atoms were selectively
collected within the |D3〉 (green symbols) or |D4〉 (blue symbols) state with the same
experimental routine as in Fig. 4.17. (b): Li MOT atom number (red symbols) and cloud
waist (white symbols) in absence (dots) and presence (squares) of Cr clouds. No CMOT
stage was operated on the Li MOT cloud in this experiment.

By looking at the initial time t = 0 one can notice how the presence of
Li atoms reduces by about a factor 2 the Cr atom number collected within
the quadrupole, for both |D3〉 and |D4〉 metastable states. Additionally, the
quadrupole lifetimes are also sizably reduced.
The behavior of the Li MOT atom number as a function of decay time is
reported in Fig. 4.18(a). Here, the data are fully consistent with the results
obtained in absence of Cr (red circles). The size of the Li MOT cloud is also
monitored (white squares), and it features a constant behavior, again fully
consistent with the results obtained in absence of Cr (white circles). Under
these considerations, the time-evolution of the D states Cr atom number can
be described, within a good approximation, by the following relation:

ṄDi(t) = −βDiNLi(t)NDi(t)−
1

τi
NDi(t) (4.4)

Here NLi(t) = N0 exp (−t/τLi) describes the evolution of the Li atom number.
The 1/e decay constant was extracted from an exponential fit of the Li decay
curve, yielding τLi = 17.5 s (solid red line in of Fig. 4.18(b)). τi is the
decay time featured by the quadrupole clouds in absence of lithium, already
discussed in Sec. 4.2.2. βDi stems here for the inter-species two-body losses
rate parameter.
The much longer timescales characterizing the decay of D state atoms in
absence of Li MOTs directly imply that τi � (βNLi)

−1. Then, the second
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Figure 4.19: |D3〉 (green symbols) or |D4〉 (blue symbols) quadrupole clouds atom
number as a function of decay time, in presence of Li MOT clouds. The data were fit with
relation (4.5) (solid lines).

term in Eq. (4.4) can be neglected, resulting in a time evolution of the kind:

NDi(t) = NDi,0e
(N0βDiτLi(e

(−t/τLi)−1)) (4.5)

Fig. 4.19 shows the results obtained by fitting the quadrupole decay curves
with Eq. (4.5). As already discussed for the experimental results retrieved in
Sec. 4.2.2, the Cr atom number at t < 0.5s accounts for both the contribution
from those atoms confined in the MOT and within the quadrupole field. For
this reason, the fit was only extended to data-points at t ≥ 1 s. The values of
βDi, extracted from the fit, where rescaled to the (constant) volume featured
by the Li MOT cloud, obtaining βD3 = 1.4(4) × 10−10cm3s−1 and βD4 =
7(2)× 10−11cm3s−1 for the |D3〉 and |D4〉 metastable states, respectively.

Although allowing for a phenomenological derivation of the inter-species
two-body losses rate parameters featured by the Cr quadrupole clouds in
presence of Li MOT atoms, our analysis does not suffice to determine the
specific mechanisms leading to the observed quadrupole losses. This is due to
the poor resolution affecting the measurement of the Li MOT atom number
during the decay time, which impedes the characterization of eventual MOT
losses induced by the Cr cloud. Indeed, the experimental uncertainties on
the Li MOT atom number, of the order of 10%, result to be comparable with
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the small atom number observed for the Cr quadrupole cloud (≤ 107).

As a conclusion of this last section, I remark how the experimental re-
sults reported above demonstrate the possibility to simultaneously produce
cold Cr and Li samples within our experimental apparatus. In spite of a less
efficient accumulation of D-state Cr atoms in the magnetic quadrupole of
the MOT, the presence of a ∼ 108 Li atom MOT does not prevent the load-
ing of chromium samples comprising up to ∼ 2.5 × 107 atoms at about 200
µK within a few second experimental cycle. This appears as an extremely
promising starting point for the loading of the mixture in the ODT, and for
the successive evaporative and sympathetic cooling steps.
Achieved these very satisfying results with our newly produced dual species
clouds of Li and 52Cr atoms, we are currently focusing our work on the
achievement of MOT clouds of fermionic 53Cr atoms. In particular, we oper-
ated spectroscopic measurements both on the Cr atomic beam effused from
the oven and on the spectroscopic HC-lamp, which allowed us to successfully
lock our master laser to the fermionic atomic reference. Moreover, we are
currently implementing an optical pumping scheme operating at the trans-
verse cooling stage of our experimental setup, in order to maximize the flux
of fermionic Cr atoms captured by the Zeeman slower. We are very confident
that this optimization work will allow us to attain our first magneto-optically
trapped clouds of 53Cr within the very next weeks.



Chapter 5

Coherent and dissipative
Josephson dynamics in 6Li
superfluids

I present here the work that I conducted in parallel with my main PhD ac-
tivity, described in the previous chapters, on the experimental investigation
of the Josephson dynamics [112,113] of 6Li superfluids through a thin barrier
across the BEC-BCS crossover [15, 16]. The work is a natural extension of
my Master thesis activity, which was carried out in the laboratory of Dr. G.
Roati at LENS, and contributed to the work published in Ref. [114].
I will present and analyze experimental results for the maximum Josephson
coherent current within a wide range of barrier heights, and characterize the
onset of dissipative flow as soon as the critical current is exceeded. I will
show how the dissipative mechanisms do not hinder the Josephson dynam-
ics, which is fully recovered at longer times. I will also show the existence
of a further upper threshold, above which the system completely loses its
coherence and does not recover Josephson oscillations.
The chapter is structured as follows: Sec. 5.1 generally introduces the Joseph-
son effect within a tunneling Hamiltonian description, as well as the key re-
sults of the theoretical works published in Ref. [115]. Sec. 5.2 presents the
experimental platform and its characterization within the small oscillations
Josephson regime. Sec. 5.3 is dedicated to the extraction of the maximum
coherent current, and it shows the comparison with the theoretical results
in Ref. [115] and with numerical simulations within the BEC regime. The
simulations where brought on by our collaborator K. Xhani, from the group
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of Prof. N. Proukakis in Newcastle, and are discussed in Ref. [6].

5.1 The Josephson effect

The Josephson effect (JE) is a many-body quantum phenomenon which un-
veils the gauge symmetry breaking associated to the order parameter of a
macroscopically occupied state, the condensate phase. In particular it di-
rectly links a measurable quantity, a current of particles through a weak
link, to the phase difference φ = φL−φR between two (left and right) super-
fluid states separated by the link.
Within a first order approximation the current-phase relation (CPR) in a
Josephson junction (JJ) reads:

I(φ) = Ic sin (φ) (5.1)

with maximum current Ic, and a ground state energy corresponding to the
equilibrium configuration φ = 0.

The oscillating behavior (5.1) was first predicted within the frame of
fermionic systems in 1962 by B. D. Josephson for a superconductor junc-
tion [112], where a constant voltage drop between two superconductors is
expected to generate an oscillating current; the effect was then experimen-
tally observed few months later by P. W. Anderson and J. M. Rowell [116].
For two linked bosonic phases instead, the JE was first observed twenty years
later by O. Avenel and E. Varoquaux [117] in superfluid 4He [118–121].
Within the last several years, the experimental advances in the field of ultra-
cold atomic gases has triggered a large interest in JJs of weakly interacting
BECs, both experimentally [122–129] and theoretically [130–135]. In these
works the junction is typically composed by two superfluids separated by a
potential barrier with a thickness which is large or comparable with the su-
perfluid healing length; the theoretical description of the system is based on
the Gross-Pitaevskii equations (GPEs), where interparticle interactions are
taken into account by a mean-field term ∝ a · n(r, t), being a the scattering
length and n(r, t) the spatial and time dependent superfluid density [14].
Less advanced is instead the experimental investigation of JE in ultracold
fermionic superfluids [19, 114, 136–144]. These systems are potentially very
appealing, as they allow to experimentally encompass the physics of BEC
superfluid and BCS superconducting junctions via the interaction tunability
offered by the Feshbach resonance phenomenon, crossing over the interesting
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regime of unitary Fermi gases.
The description of the JJ dynamics throughout the BEC-BCS crossover typ-
ically relies on the analysis of numerical simulations based on the time-
dependent Bogoliubov-de Genne (BdG) equations. The BdG mean-field
equations are the equivalent of the Schroedinger equation for two-component
fermionic wavefuntions with arbitrarily large interparticle attraction in pres-
ence of a superconducting energy gap. They enable also to generalize the
standard mean-field BCS approach for superconducting junctions to the case
of spatially inhomogeneous trapped systems [139,145].

Independent BdG calculations exist in literature both for the tunneling
regime where the potential barrier V0 � µ, being µ the superfluid chemical
potential [19], and in the hydrodynamic regime where instead V0 � µ, in
which the barrier can be envisioned as a small obstacle for the superfluid
flow [138]. These two limiting cases have been treated for a bosonic JJ by a
microscopic approach in Ref. [136] and by a mean-field approach in Ref. [146].
Yet, a unified picture connecting the V0 > µ and V0 < µ regimes throughout
all interaction regimes of the BEC-BCS crossover is still lacking. Nonethe-
less, the recently published work [115] shows that the smooth connection
between the tunneling and the low barrier limit, up to V0/µ < 1, can be
quantitatively captured by taking into account second order contributions in
the JJ current amplitude within a very intuitive analytic approach, which
appears to hold both within the BEC and the BCS limit. A discussion of
the Josephson dynamics within an second order Hamiltonian description, as
well as of the key results from Ref. [115] is presented here in the following.

In order to capture the effects of second order contributions to the JJ
dynamics, it is instructive to first look at the idealized case in which only the
first order current (5.1) is considered. Within this frame the relative phase
φ and the relative population z = (NL −NR)/2 behave like canonically con-
jugate variables [113]. Generally, for small oscillations, the system Hamilto-
nian can be approximated to the sum of two energy terms: the Josephson
energy EJ(φ) = −EJ cosφ and the charging energy ECz

2/2, resembling the
kinetic and potential energy of a pendulum, respectively. The first term fa-
vors the coherent flow of particles through the junction, and it yields the
non-dissipative current:

h̄I(φ) = −h̄ż =
∂H

∂φ
=
∂EJ(φ)

∂φ
(5.2)
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The second term represents instead the energy cost associated with a popu-
lation imbalance; being EC = ∂µloc

∂NL
one has:

φ̇ =
∂H

∂h̄z
= −∆µ

h̄
(5.3)

Consequently, for a fixed total particle number N (as in trapped gases ex-
periments) both z and φ undergo harmonic oscillations, out of phase by π/2,
at a plasma frequency ωp given by:

ωp =
1

h̄

√
ECEJ (5.4)

Consistently with the limit of small oscillations, the time variation of the left
and right superfluids properties with the number of transferred particles is
negligible, and EJ and EC can be assumed constant (two-mode approxima-
tion [130,133]).
The dynamics can be triggered both by setting the initial conditions φ0 = 0,
z0 6= 0, or φ0 6= 0, z0 = 0. In the first case, corresponding to the experimental
procedure treated in this work, it can be found a maximum initial imbalance
z0 that the system can convert into a coherent flow of particles. This is
straightforwardly derived by the periodic expression for |EJ(φ)|, which is
bounded by the condition |cos(φ)| = 1. Namely, once the initial excitation
exceeds a critical value, the system won’t be able to fully convert the charg-
ing energy into kinetic (Josephson) energy. The system enters in this case
the so called macroscopic quantum self-trapping (MQST) state, first consid-
ered in [130]. Here the current flow is halted with z(t) ∼ z0, since energy
conservation requires that a finite charging energy is maintained across the
junction, in absence of any dissipation mechanism.

In light of the forthcoming discussion of the experimental data, it is useful
to consider how second order contributions to the CPR modify the scenario
above described. To this end, it is instructive to recall the analytic results
derived in Ref [137], where the following CPR is considered:

I(φ) = Ic(sin (φ) + g sin (2φ)) (5.5)

where Ic and g are assumed constant. The term of amplitude I1 = |gIc| is a
second harmonic, as it should be in a time reversal invariant situation, where
the Josephson energy must remain periodic in φ (see again Eq. (5.2)).
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The relation Eq. (5.5) generally models the JJs for which, in absence of any
superfluid current, the phase drop across the link is 0 < φ < π. Experimental
examples are found in d-wave superconductors or JJs with ferromagnetic
barriers (φ-junctions) [137, 147]. For the case of a bosonic JJ, Eq. (5.5)
reproduces the trend obtained by treating the tunneling Hamiltonian as a
perturbation, and evaluating the coherent current up to second order terms.
The Josephson energy can be redefined such to fulfill Eq. (5.2):

EJ(φ) =
h̄Ic
2

{
1− cos (φ) +

g

2
(1− cos (2φ))

}
(5.6)

I will restrict here the attention to small and negative second order ampli-
tudes, with −0.5 < g < 0. For these values, a global minimum within the
range −π < φ < π is found for EJ(0) = 0; the maximum system excitation
that can be fully converted in kinetic energy thus corresponds to the global
maximum EJ(π) = h̄Ic. The trend EJ(φ) and the maximum allowed excita-
tion energy are sketched in Fig. 5.1(a) for the case g = −0.4 as an example.
The one to one correspondence of the maximum excitation energy with the
maximum first order coherent current, as found in the first order Hamilto-
nian description, is not a general property of the system and is modified at
larger values of |g|. A detailed discussion of the stable and metastable con-
figurations corresponding to the global and local minima of EJ(φ) depending
on g is found in Ref. [137].
The effect of the second order contribution emerges instead at any g in the
expression for the maximum coherent current sustained by the system; it is
in fact:

IMax = Ic
1

32|g|
(
√

1 + 32g2 + 3)3/2(
√

1 + 32g2 − 1)1/2 (5.7)

It is worth noticing that it is always IMax > Ic, regardless the sign of g (see
Fig. 5.1(b)).

Aside for causing a modification of the CPR and an increase of the coher-
ent current allowed through the junction, the presence of second order effects
in bosonic JJs also introduce dissipative currents. For initial excitation ener-
gies exceeding the Josephson energy gap set by Eq. (5.6), the MQST effect
expected at the first order in the tunneling Hamiltonian is eliminated at the
second order level by dissipation mechanisms associated with non-coherent
current contributions. The theoretical work reported in Ref. [136] models the
Josephson current within a perturbative approach up to second order terms
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(a) (b)

Figure 5.1: (a): Josephson energy as a function of the relative phase, for g = −0.4 (solid black)
and g = 0 (dashed gray). The maximum kinetic energy associated to the maximum coherent current is
indicated in figure. (b): Trend of IMax renormalized to Ic, as a function of g.

in the tunneling amplitude probability for weakly interacting Bose gases in
the limit V0 � µ. The CPR Eq. (5.5) is then modified according to:

I(φ) = Ic sin (φ)− I1 sin (2φ) + I2(∆µ) cos (2φ) + IN(∆µ) (5.8)

Together with the expected coherent contributions, the model predicts two
dissipative terms: one depends only on the chemical potential difference ∆µ,
the other one features also a sinusoidal dependence on φ.
It is relevant to notice that the second order contributions here derived for
bosonic particles are in perfect analogy with the ones derived in literature for
superconducting fermion pairs within the frame of the standard homogeneous
BCS theory (see for example Ref. [148], Ch. 2). Nonetheless, one should re-
mark that the origin of the various terms in the BEC and BCS cases arise
from different michroscopic tunneling processes. In superconductors, where
the JE is associated with tunneling of pairs, the first order term vanishes,
and the dynamics is mainly driven by the second order coherent term.
The current amplitudes Ic, I1, I2(∆µ) and IN(∆µ) are explicitly calculated
in Ref. [136] for a homogeneous box system in a parallelepiped box bisected
by a square barrier of width d in the limit ∆µ << µ. The authors showed
that under these conditions Ic and I1 are constant in ∆µ (and thus in z(t)),
as it should. In a consistent way, the dissipative contributions I2 and IN have
ohmic character ∝ ∆µ.
The dissipative contributions destabilize the MQST regime, yielding an irre-
versible decay of the population imbalance, followed, eventually, by a restor-
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ing of Josephson dynamics, once the initial excess charging energy has been
dissipated.

Recently, the authors of Ref. [115] pointed out that the perturbative re-
sults by [136] can be recast in terms of the single-particle transmission coef-
ficient

√
T associated to the square barrier. The following relations for the

current densities are then obtained:

h̄jc = 2ξncµ

√
T (V0, µ)

4
(5.9a)

h̄j1 = 2ξncµ
(√T (V0, µ)

4

)2
(5.9b)

h̄j2 = h̄jN = 2
√

2ξnc∆µ
(√T (V0, µ)

4

)2
(5.9c)

In the limit V0/µ� 1,
√
T (V0, µ) = 4 e

−kµd

kµξ
, where h̄kµ =

√
2M(V0 − µ), M

is the mass of one boson, ξ = h̄/
√

2Mµ and nc is the superfluid condensed
density.
The simple analytic structure of the relations Eq. (5.9) is quite striking: in
particular, it suggests that the Josephson current corresponds to the flow
of all and only the condensed bosonic particles laying at the energy µ and
transmitted through the barrier as they where non interacting. Moreover, Eq.
(5.9) imply that both coherent and dissipative currents may be evaluated for
any junction and reservoirs geometry solely based on the knowledge of bulk
properties of the superfluid state (condensed fraction and chemical potential),
and of the single particle transmission coefficient, with no need to account
for complicated microscopic dynamics occurring near the barrier region.

Notably, the authors remark that such a structure quantitatively holds
not only in the BEC limit but also throughout the crossover, up to the BCS
limit. This is justified by the analogy of relation (5.9a) with the celebrated
Ambegaokar-Baratoff formula for the major contribution to the coherent cur-
rent of superconducting fermions across a thin and strong barrier, derived
within the frame of BCS theory. Indeed, at least at the mean-field level, the
Ambegaokar-Baratoff formula can be recast as [139]

jBCS ∼ ξFncFµFTF (µF , V0F ) (5.10)

where TF is the transmission coefficient for a fermion laying at the chemical
potential µF .
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Under these considerations, the authors naturally obtain an intuitive ex-
planation to the trend of the maximum Josephson current as a function
of the interparticle interaction in BEC-BCS crossover Fermi gases, where
both experimental observations [114] and BdG calculations [19,138] show an
enhancement in correspondence of the unitary limit. Previous studies as-
cribed such a non-monotonic behavior to the competition of fermionic and
bosonic excitation branches: pair-breaking on the BCS and sound on the
BEC regime, respectively. According with the extension to Eq. 5.9 through-
out the BEC-BCS crossover, the authors of [115] provided an alternative
explanation: this non-monotonic trend derives from the competition of the
condensed fraction density nc and the factor µ

√
T (µ, V0). Indeed, by increas-

ing the interaction strength starting from the BEC limit, nc remains roughly
constant (nc ∼ ntot), while the chemical potential and the transmission coef-
ficient monotonically increase, causing a heightened Ic. When starting from
the BCS limit and approaching the crossover region, the trend is reversed,
with the energy and tunneling probability of particles featuring a weak de-
pendence upon the interaction strength (µ ∼ EF ), whereas nc exponentially
grows with the interaction.

The authors of Ref. [115] validate their results on the BEC limit by ex-
tending relations (5.9) to the case of the inhomogeneous trapped gas bisected
by a Gaussian barrier, and comparing the obtained trends both with the pub-
lished data of Ref. [144] and with the unpublished data that I present and
analyze in the present chapter.
As I will show in Sec. ??, the agreement between the analytical results and
the experimental data, as well as GPE numerical calculations, remains good
in a wide range of barrier heights, down to V0/µ < 1, despite Eq. (5.9)
have been initially derived from a second order perturbation theory in the
tunneling limit.

5.2 Experimental platform and system dy-

namics within the small excitation regime

The experimental studies discussed here and in the forthcoming section have
been carried out in the Lithium lab led by Dr. G. Roati at LENS. While I
refer to [82, 93, 114, 144] for a detailed description of the apparatus, here I
only recall the experimental conditions we employed to investigate Josephson
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Figure 5.2: Density profile of the bisected atomic cloud (above) and an example of
absorption image (below). Data taken within the BEC side of the Feshbach resonance.

dynamics with a fermionic superfluid of ultracold 6Li atoms throughout the
BEC-BCS crossover.

Our Josephson junction is realized by a superfluid cloud of typically
N ∼ 105 6Li atom pairs, held in a cigar-shaped crossed optical dipole trap,
bisected along the axial direction into two symmetric reservoirs by a thin
optical barrier. The harmonic potential is characterized by an axial (radial)
trap frequency of about νx ∼ 15Hz (ν⊥ = νy = νz ∼ 170Hz), whereas the
barrier is realized by a strongly anisotropic Gaussian beam at 532 nm, blue
detuned with respect to the main optical transition of lithium (see Fig. 5.2),
propagating along the vertical (z) direction and featuring 1/e2 beam waists
of wx = 2.0(0.2) µm and wy = 840(30) µm along the x and y directions,
respectively. The barrier height V0 is generally obtained based on the knowl-
edge of the beam waists and on the optical power set for the repulsive beam,
although a different calibration method will be discussed at the end of the
section.
The bosonic pairs are realized by lithium atoms into the two lowest Zeeman
sublevels |F = 1/2;mF = ±1/2〉, in the vicinity of the broad Feshbach reso-
nance located at 832G, which enables to tune the interaction strength and,
correspondingly, the pair chemical potential.

The system dynamics is induced as it follows: by adjusting the AOM
frequency of the laser beam that determines the axial confinement of our
crossed trap, the barycenter of the superfluid cloud is initially displaced with
respect to the barrier position, yielding at equilibrium a nonzero population
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imbalance z0 = (NL(t = 0) − NR(t = 0))/N between the left (L) and right
(R) reservoirs. A non-adiabatic switch of the trapping beam AOM frequency
then moves the axial trap center back on the barrier position, initializing the
dynamics which is investigated by recording the subsequent time evolution
of z(t) = (NL(t)−NR(t))/N (for further details, see supplementary material
in Ref. [114]).

Quite generally, i.e. irrespective of the specific barrier height and inter-
action strength, the dynamics can be separated into three distinct regimes,
see Fig. 5.3, which sensitively depend upon the initial z0, hence the initial
charging energy of the JJ. For small z0 values, see e.g. Fig. 5.3(a), the
system evolution is characterized by coherent, undamped sinusoidal oscil-
lations, occurring at a plasma frequency ωp ≤ ωx which depends upon the
specific barrier height and pair chemical potential, see Eq (5.4). As the initial
imbalance is increased above a critical value zc, the dynamics qualitatively
changes, see Fig. 5.3(b), z(t) exhibiting a rapid discharge, followed by the
restoring of coherent oscillations characterized by the same plasma frequency
obtained for z0 < zc, and amplitude of approximatively zc. The initial de-
cay of z(t) in this regime marks the onset of a dissipative normal current
(I ∝ dz/dt), which results into an irreversible particle flow from the left
reservoir (at higher initial chemical potential, i.e. “higher voltage”) to the
right one. Eventually, for z0 � zc and for sufficiently large V0 values, the dy-
namics becomes purely dissipative and no coherent oscillations are restored
at any time, see Fig. 5.3(c).

Let us first focus on the properties of our junction under the condition
of small initial imbalances z0 ∼ 0.03, and let us discuss the dynamics in
the dissipationless regime. By fitting to an undamped sinusoidal function
the time evolution of z(t) as the one shown as an example in Fig. 5.4(a), I
extracted the plasma frequency for different barrier heights and interactions
strengths. The result of this characterization is summarized in Fig. 5.4(b):
Here I show the experimentally determined ωp, normalized to the bare axial
trap frequency ωx ≡ ω0, as a function of the barrier height (in units of h̄ω0),
for interaction regimes spanning from the far BEC limit (yellow circles) to
the BCS side (gray circles) of the crossover.

For each interaction strength, the trend of ωp is qualitatively the same:
for vanishing barrier heights, much lower than the boson chemical potential
µB, ωp ∼ ω0. As V0 is increased, the plasma frequency becomes progressively
slower, and it is strongly reduced as V0 > µB. This behavior, for any given
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Figure 5.3: Examples of full oscillation dynamics following different initial imbalances.
BEC regime, −1/kFa = −4.25; V0/µ ' 1.



130 CHAPTER 5. COHERENT AND DISSIPATIVE JJ DYNAMICS

(a) (b)

Figure 5.4: (a): z(t) time evolution (black dots) and sinusoidal fit (red curve), yielding
ωp = 14.5(3) Hz. Error bars corresponding to a statistics of 5-10 data per time. V0 ∝
5 mW , corresponding to V0 ∼ µ0, being µ0 the peak chemical potential. Data taken in the
BEC regime. (b): ωp fro different interaction regimes as a function of the barrier height
value renormalized to the bare trap frequency ω0.

kFa value, can be qualitatively understood recalling that ωp, in a two-mode
approximation, depends on the Josephson coupling energy EJ = h̄Ic, see Eq
(5.4), which in turn sensitively depends on the single-particle transmission
amplitude

√
T (µB) evaluated at the (local) boson chemical potential [114].

As the barrier height is increased, the transmission is progressively reduced,
more strongly once all superfluid pairs of our trapped inhomogeneous sam-
ple enter the tunneling regime. Given that the chemical potential of the
superfluid pairs sizably increases as one moves from the BEC to the BEC
limit of the crossover, the tunneling regime is reached for molecular BECs
for barrier heights V0/h̄ω0 much smaller than those required for unitary or
BCS superfluids.

The plasma frequencies can be extracted by fitting the z(t) dynamics up
to a critical barrier height V0c, beyond which the experimental data do not
match anymore with a purely sinusoidal oscillation, the system entering the
dissipative regime. Such a critical barrier height corresponds, for each inter-
action regime presented in Fig. 5.4(b), to the last point of the corresponding
dataset, and it depends upon the initial imbalance z0. Also this trend can be
qualitatively understood in the two-mode approximation: the coherent flux,
corresponding to the Josephson plasma oscillations, is prevented once the
initial charging energy, set by the initial imbalance z0, exceeds the Josephson
energy h̄Ic. At this point, the system cannot convert the whole capacitive
energy stored initially in the junction into a coherent particle current, and
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the superfluid dynamics is adjoined by the development of a dissipative, ir-
reversible flow, see Fig. 5.3(b).

(b)(a)

Figure 5.5: (a): ωp(V0/µ̄) for different interaction strength regimes. The experimental
results are consistent within a confidence region upper (lower) limited by the fit results
represented as solid red (cyan) curves. (b): Trap averaged chemical potential µ̄ (gray
circles) as a function of the interaction parameter, obtained from the critical barrier height
Vex at which the system starts to feature for large imbalances purely dissipative dynamics.
Error bars account for the uncertainty in determining Vex and in evaluating the Fermi
energy EF of the corresponding non interacting gas. Blue empty points: expected trend
for µ̄ obtained for a T = 0 cloud at equilibrium based on the EFTM model of Ref. [114,144].
Red symbols: µ̄ for BEC and unitary points, evaluated with the analytic relations available
in these regimes, with error bars accounting for the uncertainties in atom number and trap
frequencies.

In order to get a better insight into such behavior of ωp throughout the
kFa−V0 space, it is convenient to look at the data by normalizing the barrier
height to the trap averaged chemical potential of the pairs. This is shown in
Fig. 5.5(a). In this case, all the different trends fall within a much smaller
region of the graph, although not perfectly overlapping. Indeed, in this case
the main impact on the ωp/ω0 behavior, connected with a monotonically in-
creasing chemical potential when increasing −1/kFa, is washed out. On the
other hand, and besides the experimental uncertainty of our data, we cannot
expect a perfect collapse of the datasets on a unique curve. This owes to two
effects, connected with the functional form of the Josephson coupling energy
EJ : first, even for a homogeneous sample the transmission amplitude is not
perfectly constant for a fixed V0/µ̄ ratio. Second, and very importantly, EJ
depends upon the condensed density nc, rather than on the superfluid one.
Since this sizably varies through the interaction crossover even at T = 0, ωp
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is not univocally determined by the ratio V0/µ̄ only. Rather, we expect that,
for fixed V0/µ̄ values, the plasma frequency in the BEC limit may exceed the
one obtained in the unitarity and BCS regimes. This is confirmed, at least
qualitatively, by closely inspecting the Fig. 5.5(a) data: plasma frequencies
measured in the deep molecular BEC regime (see e.g. red circles) lay sys-
tematically higher than those obtained for strongly interacting superfluids
(see cyan data) at the same V0/µ̄ value. Additionally, one can also notice
how, for the fixed z0 ∼ 0.03 set in our measurements, the critical barrier
height Vc beyond which dissipative currents are observed is reached before
for BCS superfluids than for molecular BECs. Also this can be understood
by recalling that a constant z0 corresponds to a higher charging energy when
the interaction parameter −1/kFa is increased.

I conclude this section by briefly discussing an interesting method we de-
vised to experimentally determine the (trap averaged) chemical potential of
our system based on a qualitative variation of the system dynamics as the
barrier height is varied. This serves both to calibrate the barrier height V0

once the chemical potential of the system is known, e.g. in the BEC limit
or at unitarity, or vice-versa to obtain µ̄(kFa) once the barrier height is cal-
ibrated at one interaction strength. The reliability of this protocol has been
successfully tested by comparing our data with numerical simulations based
on the EFTM model discussed in Refs. [114,144].
The idea is inspired by noticing, in the experiment, that the purely dissipa-
tive dynamics reported in Fig. 5.3(c) cannot be reached, for any z0 value,
if the barrier is lower than a particular height Vex. In that case, a damped
oscillation, rather than a purely exponential decay, characterizes z(t), irre-
spective of the interaction strength. From the inspection of such a peculiar
trend through the EFTM model, quantitatively accurate both to describe
the system evolution in the BEC regime up to kFa ∼ 1 and to evaluate the
bulk superfluid properties at equilibrium up to unitarity, it turned out that
Vex = µ̄ within a very few percent uncertainty, and irrespectively of the spe-
cific choice of initial imbalance z0 ≥ 0.3. As such, we could experimentally
determine the value Vex for different interaction strengths employing a very
simple protocol which does not need to record a full z(t) dynamics, but it re-
lies on the measure of z(t) only after half and one axial trap period, t1 = π/ω0

and t2 = 2π/ω0, respectively. Indeed, the purely dissipative regime is char-
acterized by z(t2) < z(t1), see e.g. Fig. 5.3(c), whereas a damped oscillation
always yields z(t2) > z(t1). Hence, Vex can be experimentally identified as



5.2. CRITICAL INITIAL EXCITATION 133

the barrier height value at which z(t2)− z(t1) reverts its sign. The reliability
of this method throughout the crossover is testified by the comparison of the
experimental data of Vex (gray filled circles) with the trap averaged chemi-
cal potential obtained for a cloud at equilibrium via the EFTM model (blue
empty circles), see Fig. 5.5(b).

5.3 Critical initial excitation and onset of dis-

sipative currents

In the previous section I focused on the regime of small initial excitations,
z0 ∼ 0.03, and discussed the system dynamics throughout the interaction
crossover in terms of the experimentally measured plasma frequency. In the
following I present the characterization of our JJ in the regime of large ex-
citations, where dissipative currents develop at the start of the dynamics,
adjoining the coherent superflow. This survey enabled to obtain, as a func-
tion of the barrier height and of the interaction parameter, the critical values
zc which delimit the transition from coherent to dissipative regimes of our
junction. Additionally, combining the extracted values of zc and of the previ-
ously discussed ωp allowed to extract the maximum current of the weak link
in a simple way, described in the following. In particular, the data acquired
in the BEC regime have represented the basis for the theory-experiment com-
parison subject of the study reported in Ref. [6], done in collaboration with
the group of Prof. N. Proukakis. While I refer to Ref. [6, 144] for a de-
tailed discussion about the strong link between vortex ring nucleation and
development of dissipative currents in our setup, here I mainly focus on the
experimental aspects of such a study, that have been part of my research
activity within my PhD.

The most straightforward method to determine the critical imbalance zc,
beyond which dissipation arises in our junction for different V0 and kFa val-
ues, would be represented by the measure of several z(t) evolutions, as those
shown in the previous section, see Fig. 5.3. In practice, however, this strategy
is very time-consuming and not really necessary. A much more convenient
way to characterize the system is in turn offered by a three-point measure-
ment of z(t), very much connected with the determination of µ̄ discussed at
the end of the previous section. Rather than sampling the whole dynamics,
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(b)(a)

Figure 5.6: z recorded at t = 0, T/2 and T . Error bars corresponding to a statistics of
10-15 data per time. (a): V0 ∼ 0.6µ0 (3mW ). (b): V0 ∼ µ0 (5mW ). BEC regime.

we only recorded, for different barrier heights and interaction strength, z(ti)
for t0 = 0, t1 = π/ω0 and t2 = 2π/ω0. Fig. 5.6 shows examples of such
measurements in the deep BEC regime for barrier heights V0 ∼ 0.6µ0 (Fig.
5.6(a)) and V0 ∼ µ0 (Fig. 5.6(b)), respectively.

Quite generally, see Fig. 5.3, the z(t) dynamics can be approximated by
the sum of three terms as it follows:

z(t) = zc cos (ωpt) + (z0 − zc)e−Γt + zoff (5.11)

The first term accounts for the coherent Josephson dynamics, and ωp stems
for the plasma frequency that, for fixed barrier height, is largely independent
from the specific z0 value. The second term accounts for eventual dissipa-
tive currents, yielding an irreversible decay of the population imbalance only
present if z0 exceeds a critical value zc. To a very good approximation, the
normal flow can be described by an exponential decay with rate Γ. Finally,
a nonzero zoff is introduced to account, eventually, for a small residual dis-
placement of the axial trap barycenter, relative to the barrier position.
Based on such a trend, the quantities z(0), z1 ≡ z(t1) and z2 ≡ z(t2) read,
respectively:

z(0) = z0 + zoff ;

z1 = z0e
−Γπ/ω0 + zc(cos (ωpπ/ω0)− e−Γπ/ω0) + zoff ;

z2 = z0e
−Γ2π/ω0 + zc(cos (ωp2π/ω0)− e−Γ2π/ω0) + zoff ;

(5.12)

Obtaining a precise determination of Γ, ωp and zc from the three-point mea-
sure is clearly challenging with no additional external input. I therefore
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Figure 5.7: ω̃p value as a function of the initial population imbalance z0, for the case
V0 ' 0.8µ0. A fit (solid red) with relations (5.13) and (5.12) yields the interception
point with the steady state result ω̃p = ωp (dashed red) for small initial imbalances.
The interception point corresponds to the critical value zc (dotted black), beyond which
dissipative currents emerge. The shaded region identifies the experimental confidence
region for ωp (lower fit curve in Fig. 5.5(b)).

proceeded to analyze the data by defining the following quantity from the
experimental data:

ω̃p = arccos (z1/z0) · ω0/π (5.13)

Irrespective of the specific interaction regime and barrier height, ω̃p as a
function of z0 exhibits the peculiar trend shown in Fig. 5.7 for the case
V0 ' 0.8µ0 and 1/kFa = 4.25: for small excitations (z0 < zc), where dissipa-
tive currents are absent, ω̃p does not vary with z0, and it corresponds to the
plasma frequency ωp, discussed already in the previous section. In particular,
the analysis presented in Fig. 5.5(a), obtained by tracking the full z(t) evolu-
tion for small z0 values, enables to identify a confidence interval for ωp in the
coherent regime, see shaded region in Fig. 5.7. As the imbalance is increased
and a dissipative contribution is present (for z0 > zc), Eq. (5.13) yields by
construction ω̃p < ωp. In this regime, the trend of the experimental ω̃p can
be nicely fitted (red solid curve) to Eq. (5.13), assuming z1 to be given by
Eq. 5.12. The intercept of the obtained fitting curve with the steady result
ω̃p = ωp allows then to identify the critical value zc (and correspondingly Γ).
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Figure 5.8: zc (yellow dots) and zc2 (orange dots) as a function of the renormalized
barrier height, at 1/kFa = 4.25. A dashed line indicates the condition V0 = m̄u, experi-
mentally retrieved as explained in Sec. 5.2.

Additionally, as already mentioned when discussing the experimental de-
termination of µ̄ via the study of the transmission dynamics at large exci-
tations, for sufficiently high barriers a second critical imbalance zc2 exists,
beyond which the superfluid junction undergoes a purely dissipative flow.
Experimentally, this latter point can be identified via the three-point analy-
sis by inspecting the trend of the following quantity:

β =
z2 − z0

z1 − z0

(5.14)

It can be easily verified that, as long as the system features a coherent oscil-
lation with ωp ≥ 0.75 (see 5.5(a)), β ≤ 1, whereas an overdamped flow yields
β > 1. As such, also the second critical imbalance zc2 can be obtained via
the three-point protocol, corresponding to the condition at which β = 1.
From this simple experimental protocol and data analysis I could therefore
obtain the critical boundaries zc(V0) and zc2(V0) separating within the V0−z0

plane the three regimes: coherent (z0 < zc(V0)), coherent plus dissipative
(zc(V0) < z0 < zc2(V0)), and purely dissipative (z0 > zc2(V0)).

Fig. 5.8 shows the outcome of such a characterization obtained for the
deep BEC regime (1/kFa = +4.25). Note that V0 is here expressed in units
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of the mean chemical potential µ̄. Focusing first on the trend of zc (yellow
dots), one can notice how for increasing barrier heights, the onset of dissipa-
tion is reached for smaller initial imbalances. This is consistent with the fact
that the maximum Josephson current, proportional to the transmission am-
plitude, is strongly reduced as the V0/µ̄ is increased: as such, a progressively
smaller charging energy suffices to reach h̄Ic and trigger dissipative currents.
In turn, zc2 (orange dots) is significantly larger than zc for relatively weak
barriers, and it approaches zc only for V0/µ̄ values significantly larger than
one, although the experimental uncertainty is more sizable for the determi-
nation of this second boundary.
This trend imply that, although dissipative phenomena may be easily estab-
lished upon increasing the initial charging energy stored across the junction,
these do not completely wash out the relative phase relation between the
two superfluid reservoirs over a large portion of the phase diagram. As de-
tailed in Ref. [6] indeed, within the whole region comprised between zc and
zc2, the irreversible flow is triggered by the propagation of vortex rings, nu-
cleated within the barrier region via phase-slippage processes [113]. While
these represent the microscopic channel through which the system can par-
tially dissipate its excess initial charging energy, as soon as the population
imbalance has dropped below zc, undamped Josephson oscillations are re-
established, see Fig. 5.3(b). Only significantly higher excitations of the
system induce a complete loss of coherence and a scrambling of the relative
phase between the two reservoirs, preventing at any later time the possibility
for a dissipationless flow across the weak link. The system dynamics in this
latter regime still lacks a complete understanding, and it definitively deserves
future investigations, both experimental and theoretical. In particular, al-
though not discussed in this work, for z0 > zc2 we observed that the rate of
vortex nucleation is strongly increased, possibly pointing to the development
of a turbulent regime near the barrier region.

At unitarity, the experimentally determined phase boundaries zc and
zc2 in the z0 − V0 plane are presented in Fig. 5.9. Also in this case, the
trends qualitatively resemble the ones discussed above for molecular BECs,
zc2 greatly exceeding zc and smoothly connecting to it only in the limit of
very large barriers. Yet, some quantitative differences among the two in-
teraction regimes are worth to be noticed: first, for fixed V0/µ̄, the critical
imbalance for the onset of dissipative currents is sizably reduced for crossover
superfluids, relative to molecular BECs. This trend can be qualitatively un-
derstood by recalling that, for fixed barrier height-to-chemical potential ratio,
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Figure 5.9: zc (yellow dots) and zc2 (orange dots) as a function of the renormalized
barrier height, at unitarity A dashed line indicates the condition V0 = m̄u, experimentally
retrieved as explained in Sec. 5.2.

the maximum coherent current is mainly set by the condensate density, and
not by the superfluid one, see Eq. (5.9a). This implies that for unitary
superfluids, for which the condensate fraction is about fc ∼ 0.5 [149], the
dissipative regime is reached for a lower charging energy (rescaled to the su-
perfluid chemical potential). On the other hand, for fixed V0 values, rather
than fixed V0/µ̄ ones, the unitary Fermi gas features a critical current sub-
stantially higher than the one of a weakly interacting BEC.
This quantitative difference is much less appreciable if we consider the sec-
ond critical boundary zc2: In this case, the two interaction regimes herein
explored exhibit, within the experimental uncertainty, quite similar zc2(V0/µ̄)
trends.

Finally, combining the experimentally extracted values of plasma fre-
quency ωp with the critical imbalance zc I could also extract the critical
current sustained by the junction. This was enabled by the analysis of nu-
merical results, obtained through EFTM simulations carried in the BEC
regime [6] by K. Xhani and N. Proukakis, which unveiled that the maxi-
mum coherent current can be excellently approximated, within a few percent
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accuracy, by

IMax = zcωp
N

2
(5.15)

Given that in the BEC limit the numerical simulation is able to quantitatively
reproduce the observed z(t) dynamics both in the coherent and dissipative
regimes, see insets of Fig. 5.10(a), and correspondingly to obtain critical
boundaries zc(V0) that match experimental data remarkably well (see main
panel Fig. 5.10(a)), I applied Eq. 5.15 to obtain the experimental maximum
Josephson current. The resulting trend is presented in Fig. 5.10(b), together
with the result of the EFTM model for both zero and finite temperature
samples. In both panels, the barrier height is normalized to the peak chemical
potential which for T > 0 includes the thermal mean-field contribution [150],
see supplementary material in Ref. [6].
From the analysis of the numerical results, it is interesting to mention that the
zc(V0) boundary was found to be robust up to temperatures T ∼ 0.3Tc upon
keeping the condensate number equal to the T = 0 case in the simulation,
see Fig 5.10(a)) [6].

As the maximum current is concerned, see Fig. 5.10(b), the IMax con-
structed from the experimentally determined zc and ωp reveals excellent
agreement with the EFTM result. In addition and quite remarkably, both
numerical and experimental data are quantitatively reproduced by the an-
alytic model introduced in the previous section 5.1, see again Eq. (5.9a)
and (5.10), once the Gaussian barrier and the inhomogeneous density distri-
bution are taken into account. In particular, such a simple analytic model
appears able to reproduce IMax quantitatively down to relatively low barrier
heights, V0/µ0 ∼ 0.7, provided that second order contributions are explicitly
considered.
Therefore, besides representing the testbed for the numerical study detailed
in Ref. [6], the outcome of the experimental survey discussed in this work
has also enabled to successfully benchmark the analytic theory of Ref. [136].

Finally, although the estimate of the maximum current based on zc and
ωp has been tested to be valuable only in the BEC limit of the crossover via
the EFTM simulation, in Fig. 5.11 I present the same analysis on CO data
(red circles), together with the analytic prediction based on Ref. [115] includ-
ing both first and second order contributions (red solid line). Dashed lines
indicate the theoretical prediction when a ±5% uncertainty on the chemical
potential is assumed. Interestingly, also in this case the agreement between
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Figure 5.10: Comparison of experimental results with numerical GPE simulations. (a):
critical population imbalance zc from experimental results (black triangles), and simulation
results for T = 0, N = 6 × 104 (blue squares), T = 0, N = 12 × 104 (blue diamonds),
and T = 0.3Tc, N = 6 × 104 (red circles). (b): maximum coherent current IMax from
experimental results (white triangles), and simulation results for T = 0 (blue triangles)
and T = 0.3Tc (red triangles). The approximated numerical results IMax = zcωpN/2
are also shown in figure for T = 0 (blue squares) and T = 0.3Tc (red circles). Vertical
error bars account for the discreteness of the numerically-probed z0 values for numerical
results, to the fit uncertainties on zc and ωp for experimental results. V0 on the abscissa
is here rescaled to the T = 0 chemical potential µ; error bars on experimental data
accounts for uncertainties on barrier width, laser power and particle number. Green
shaded area: prediction of the analytical model proposed in Ref. [115] including second
order contribution (green shaded area).
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Figure 5.11: Maximum coherent current derived from the experimental values of zc and
ωp, as from Eq. (5.15), compared to the analytical prediction based on Ref. [115] including
both first and second order contributions (red solid line). The confidence region delimited
by dashed lines accounts for ∓5% uncertainty on the peak chemical. Here, a condensed
fraction fc = 0.51 was assumed, on the basis of the results in Ref. [149].

theoretical and experimental results suggests such an estimate of IMax to
hold. In particular, the theory appears to match the data within experimen-
tal uncertainty for a condensed fraction fc ∼ 0.47(4). This value, significantly
smaller than the mean field result (yielding about fc ∼ 0.7), appears in good
agreement with the expectation from self-consistent T matrix calculations
and Monte Carlo results [149]. Such a sizable reduction of the density of
condensed pairs, relative to the strong attraction BEC regime, is responsible
for the decrease in the observed IMax for unitary Fermi gases, relative to
molecular BECs, at fixed V0/µ̄ values of the barrier height.

To conclude, in spite of the fact that more targeted and precise investiga-
tions of IMax for crossover superfluids are desirable, the experimental results
obtained in my thesis work already outline how the study of the Josephson
effect represents a unique probe for the condensed fraction in strongly cor-
related superfluids, which in turn, towards the BCS limit of the crossover, is
intimately linked to the superfluid gap, see e.g. [151,152].
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Conclusions and next future
perspectives

In this thesis I have presented the realization of a new experimental appa-
ratus aiming to produce a novel ultracold mixture of lithium and chromium
fermionic atoms.
In particular, I have described in details the design of the overall vacuum sys-
tem, and the assembly and bake-out procedures of its various components.
I have also presented the design and realization of the overall coils setup
installed onto the apparatus, which provides the magnetic field profiles ex-
ploited to cool and trap the atoms and, in the future, to tune the inter-atomic
interactions through the Feshbach resonance phenomenon.
During my PhD activity, I also designed and implemented the optical setup
exploited to laser cool 6Li atoms, as well as both the bosonic 52Cr and
fermionic 53Cr isotopes. The detailed description of the overall laser sys-
tem is also reported in this thesis.
During the last year, we also designed and implemented a totally passive and
inexpensive scheme for a high-power bichromatic optical dipole trap free of
thermal-lensing effects. The performances of the resulting trapping beam are
discussed in Ref. [5], reported in Appendix C.

The construction of the experimental apparatus is now complete, and we
could recently test and optimize experimental routines to produce single and
double species MOTs of fermionic 6Li atoms and bosonic 52Cr atoms.
I have provided in this thesis the characterization of our Li MOT loading
efficiency as a function of the various experimental settings. The results of
this characterization yield an optimum loading rates of about 4 × 109 s−1,
and a final peak density on the order of 5 × 1011 cm−3. These results were
obtained exploiting only the D2 laser light. Furthermore, I have shown the
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first results attained through the implementation of a gray-molasses cooling
stage operating on the D1 atomic transition, which allowed us to reach sub-
Doppler temperatures within our Li atomic clouds.
This thesis also presents the optimization of the Cr MOT loading efficiency,
which leads to optimum loading rates of about 6 × 107 atoms/s, and a fi-
nal peak density of 1.3 × 1011 atoms/cm3. The characterization probed the
very fast saturation times (∼ 130 ms) expected in Cr MOTs owing to a very
high light-assisted collision rate, together with the decay processes into D
metastable states, which drives the atoms out of the cooling transition. The
Cr atoms occupying the high-field-seekers Zeeman levels of these metastable
states are magnetically trapped by the quadrupole MOT field during the
loading procedure. The characterization of the loading rates and decay times
featured by these magnetically trapped clouds are also reported in my theis
work.
Finally, I have discussed the first experimental investigation of dual species
clouds of 6Li and 52Cr atoms. I have shown the characterization of the load-
ing efficiencies and lifetimes featured by the magnetically trapped clouds of
Cr atoms within D metastable states in presence of Li MOTs. The main
outcome of this experimental study is the demonstration of the possibility to
load and trap up to ∼ 3× 107 Cr atoms in presence of Li MOT clouds. The
outcome of our studies will be subject of a publication currently in prepara-
tion.

As part of my PhD activities, I also presented the analysis of unpub-
lished data on 6Li superfluid mixtures at the BEC-BCS crossover, which I
carried on in parallel with the work described above. The measurements
investigate the superfluid and dissipative currents across a thin optical bar-
rier connecting two superfluid reservoirs. This study investigated different
configurations of barrier heights and initial energy mismatch, enabling to
extract the critical values of imbalance beyond which dissipative dynamics
is observed. The related phase diagram was obtained both in the BEC and
the crossover regimes. We collaborated with the theoretical team of Prof. N.
Proukakis in Newcastle to provide a direct comparison of my experimental
BEC results with numerical simulations, which is the subject of the work in
Ref. [6]. Very interestingly, my results continuously connect the hydrody-
namic regime at low barrier heights, where the superfluid flows in presence
of a small obstacle, up to the tunneling regime, where the barrier height
exceeds the chemical potential of the superfluid. The crossover from one
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regime to the other can be described by accounting for second order effects
on the Josephson dynamics, following the predictions of a theoretical model
developed within a tunneling Hamiltonian formalism [136].

The work discussed in this thesis paves the way to interesting perspec-
tives. As the Cr-Li mixture is concerned, we are currently attempting to
create a 53Cr MOT, optimizing an optical pumping scheme at the trans-
verse cooling stage that should enable us to considerably increase the flux of
fermionic chromium in the Zeeman slower. Once a 53Cr MOT will be real-
ized, we will characterize the collional stability of the Fermi-Fermi mixture
in the cold regime, by following experimental protocols analogous to the ones
detailed in this thesis for the 52Cr-6Li Bose-Fermi case. The outcome of this
study will allow to devise the best strategy to produce a double species mix-
ture 53Cr-6Li at few hundreds of µK. At this point, by optimizing the loading
of the atomic clouds into our newly-created bichromatic potential, we will
perform the first tests of evaporative and sympathetic cooling of the two
isotopic combinations, following an all-optical approach that turned out be-
ing successful to reach quantum degeneracy both for the K-Li and the K-Dy
cases [99,100,153–155]. Parallel to this, by following already well established
strategies, such as loss spectroscopy and cross-thermalization measurements,
we will proceed with a thorough investigation of Feshbach resonances, both
inter- (Cr-Li) and intra- (Cr-Cr) species. In particular, the inter-species res-
onances are to date totally unknown for both isotopic mixtures. Therefore,
the outcome of this study will enable to develop and optimize multi-channel
calculations for this novel system, as well as to pinpoint the most favor-
able resonances to be employed for future few- and many-body surveys. To
this end, the parallel investigation of intra-species resonances between spin-
polarized 53Cr atoms, presently known only via a mass-scaling procedure
based on 52Cr resonance data [156,157], will allow to identify those magnetic
field regions in which Cr-Li interactions can be controllably tuned without si-
multaneously modifying the intra-species scattering properties via undesired
Cr-Cr resonances.

Concerning the investigation of critical currents in lithium Fermi super-
fluids started within this thesis work, in the future it will be interesting
to obtain more precise data for the maximum Josephson current through-
out the crossover region, and for the normal state conductance associated
with the dissipative currents. To this end, the implementation of tailored
optical potentials via a digital micro-mirror device (DMD) combined with
a high resolution imaging system appears as an appealing possibility: On
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the one hand, this will naturally enable to investigate in the experiment the
Josephson dynamics as a function of the barrier parameters and geometry.
Furthermore, the DMD may also allow for the controlled imprinting of a rel-
ative phase across the weak link, which should enable to obtain, throughout
the crossover region, a direct measurement of the current-phase relation of
our junction. In turn, this will serve to benchmark current and future the-
ories for the transport phenomena of crossover superfluids, and to extract
precise information about elusive bulk properties of such systems, primarily
of the condensate fraction. Finally, such studies, so far carried on three-
dimensional balanced samples, could find very appealing extensions once low
dimensional (2D or 1D) and asymmetric (EF,↑ 6= EF,↓) were considered. In
particular, it would be extremely interesting to implement such experimental
protocols to the case of mass-imbalanced Fermi superfluids of Cr-Li pairs, the
Josephson effect representing a sensitive probe for revealing exotic superfluid
states [158,159].
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Appendix A

Design of Lithium Zeeman
Slower
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Figure A.1: Design of Lithium Zeeman Slower.
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Appendix B

Design of water cooling case for
Feshbach coils
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Figure B.1: Design of Feshbach water cooling case. Top part.
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Figure B.2: Design of Feshbach water cooling case. Bottom part.
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Appendix C

Realization of a high power
optical trapping setup free
from thermal lensing effects
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